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Abstract

Since 2000, High Performance ComputiftgPC) resources have been extremely homogeneous irs tdrm
underlying processors technologies. However, it becomes obvious, looking at the last TOP500, that new trends
tend to bring new microarchitect@i®r General PurpoderocessorGPFs) and new het®geneous architectures,
combining accelerators with GPP, to sustain both numerical simulation and Artificial Intelligence (Al) workflows.
The present report provides a consolidated view on the current arémmidechnologies (2018022+) for two
important components of an HPC/AI system: computirggngeral purpose processor and accelerators) and
interconnect capabilities and provides an outlook on future trengsms ofmid-term projections about what

users may expect in the coming years.
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1. Introduction

This technical report i s part of a series of repor
Co mmi s s (WPB)bfthg BRACEGIP project. The series aims to describe the sththe-art and midterm

trends of the technology andarket landscape in the context of HPC and Al, edgeud and interactive
computing,Big Dataand other related technologies. It provides information and guidance useful for decision
makers at different levels: PRACE aisbl, PRACE members, EuroHPCasitethe EuroHPC advisory groups

Al nfrastructure Advisory Groupodo (I NFRAG) and AResear
European HPC siteklsers should refer to this series of reports as an overall view of HPC technologies and expect

some ofthe solutions described to be available to them s®be. present repodoves i S t-a-theArt and

Trends for Computing and NeRunherreportsSpubllishedismfars colfering HP C a
iData Management Ser ¢i od¢liasdrEd gt cCroampeu tli mfgr: a SAtnr WOv er vi e
and Appl[2].dketseriesnvifl lie continued in 2021 with further selected highly topical subjects.

Since 2000, kth PerformanceComputing (HPC) resources have been extremélymogeneousn terns of
underlying processors technologiesing mostly based on clusters of nodes equipped with microprocessors
However,it becomes obvioydooking at the last DP500 (June 202D [3], that new trends tend to bring new
microarchitecture for General Purpos®rocessas (GPP) and newheterogeneous architectures combining
acceleratorr&sPUswith GPP to sustaibhoth numerical simulation and Artificial Intelligen¢al) workflows.

While the GPP market was mostly led by Intel and its X86_64 proc&ssdy for more than 15 years and the

GPU market was mainly sustained by NVIDIA until recgnthere is a lot of existingpmpaniegand newcomers
proposing new chips capa&bto satisfy application computing needs while been extremely efficient in terms of
GFlops/WattWith a large amount of information available on these technologies from various stheqagsent

report provides an overall and consolidated view on threeistiand mieterm technologies (2012022+) available

for two important components of an HPC/AI system: computing (GPP and accelerators) and interconnect
technologiesThis reportdoes notlaim to be an exhaustive view of whafvailable today thoughowering the

most popular and know current and future technologies.

Computing technologies are introduced firSe¢tion 2 through key factors to consider for the analysis of
processor performance and their relatioratchitectural choices. Secti@uaims to familiarse the reader with
processor performance aspects, highlighting the most important problems and the proposed solutions. Besides
covering competing technologies, it nienstrends and failed attempts in the past, define the-efetes-art, and
conclude with general projections into the future considering theoretical constraints and established trends. This
section also, sparingly, drawsn comparisons of coprocessor technologies.

Sections3 and4 discuss the current and ndature computing technologyroductdor generalpurpose processsr

and accelerators/GPHFPGAs (Field Programmable Array. They both include technical specificationst
discussed on purpose Section 2.

The last sectiofSection5) focuseson interconnects at two important levels first considesthe highspeed and
low-latency interconnesused to run massive MPI computations and the secondefemusocalinterconned of
computing componentseededo improve data movement aedsurecache coherency within a single node.

Finally, building on top of the understanding of theoretical concepts and commercially avatatdeon to be
available- products, theconclusionsection provides an outlook on future trends and sunsesaridterm
projections (3 to 5 years) about what ussrsexpectto beavailable in the near future.

Readers may notice that some technologiescovered in more details than others. This is mainly due to the
following reasons:

(1) Time elapsedincerelease on the marké&he longe, the more informatioifis available) as an example,
x86 has been widely adopted by the market since the 2000s until today,

(2) Adoption by the market: whilBBM Power and Arnmtechnologies have been on the market for a while,
both technologiesre not so widespread nowadays; just looking at the JuneT2{#DQ there are 10
supercomputers in total that are based on Power processors while 469 (93,8%) supercomputers are
powered by x86 andnly 4 are Armbased.

(3) Size of the market (the langethe more information is available) as information oidegpread
technologiess easietto find that information omichgdemergentechnologies, for whictechnical details
aregenerally less accessible.


https://www.top500.org/

2. Key Factors in Processor Performance

2.1. Manufacturing Process

The discussion about processor technologies should startheitmanufacturing process, as it governs every

aspect of processoapability The basic element of processor design is the transistor, with the connection layout

of transistors forming the architecture. Moore's L[djoffersan observation on the industrial progress rate rather

than a physical lawanolf t en i s mi squoted to claim that fprocessir
this law refers to the number of transistors in a processor doubling every 18 months. The number of transistors in

a processor idefinedby the size oftsdieandthe@ o ssi bl e density of traagsodstor s.
match for the actual development tbe past decades, it has no more reflected the reality for the last 2 or 3 years.

This observationis basedn transistor density s | i ntlogels linkelotanmanufacturing process technology.

The die area of processors has remained largely constant, as it is limited by the communication times across the
die, in addition to manufacturing constrairftarger dies mean lower yieldThe transistordensity, inturn, is

limited by the minimum feature size at which a transistor can operate relRabljous projections predicted a

limit of manufacturing processes atrf, where they were expected to suffer from quantum tunnelling effects
resulting in substantigdower drain and heating effeatdich would bothinfluencehigh-speed and reliability of

results. However, a Aanometravide transistor was shown to be possible in the past and Taiwan Semiconductor
Manufacturing Company (TSMC) hakeadyannounced that-Banometrehipswill come on the market in 2021.
Furthermore, the junctioh the actual gate that is switched on or off to create transistor functiohalityld be

as small as a single atom, but the gate contacts will remain relatively large on sigets.dEse possible
breakthroughs that may overcome the density baariethe use ophotonics instead of electronic information

transfer and utiiation of 3D (or pseud8D) stacked designs. The formetheoretical and the latter finds a limited

use in memory design at the time of this technology report.

Currently, the most widely deployed processors in HPC, e.g. from Intel, are manufactured at 14nm level (Intel
Cascade Lake), with a 10nm manufactupngcess announced in Q4 2020 for Intel Ice Lake while other foundries
or manufactures like TSMC and Samsung already offem&nometre designHowever, it should be noted that

the labels for commercial products, including marketing labels suchas 7nmktrer 1 0nm firefresho it
Intel should not be taken to depict literal transistor sizes. Designs labelled as 14nm, for example, were

Asubstantiallyo | arger than 14 nanometres and | ntel " :
7fim i s comparable to other 5nm processes. On this subj
think we need to |l ook at a different descriptor for

Anodes o r ef er surrénty ddsdrilked finacaurately) byt their ssize. ¢

2.2. CPU Frequency

A dominant factor in processing power is the operational frequency. It strongly impacts the number of operations

per second. However, the technological limits, most importantly power apetature budgets, have also led to

a stall in the increase in frequency. The 3.6+ GHz I
replaced by multicore designs operating at modest 2.4 GHz, making up the reduced speed at which instructions
compl ete by retiring more instructions per cycl e. Anot
parts of the processor are able to operate at higher frequardasy as the temperature and power remain in the

limits of the processofhes e fiboost | evel sd, coupled with the recent
may signal the return to frequency levels of the previous era.

2.3. Instruction Sets

Besides the increased core counts to be discumded; the main boost in recent procesperformance comes
from complex new instructions. These allow higher level operations to be expressed in denser instruction series
(most of the timeeducing the stress on the memory bandwidth).

A simple, yet powerful, example is the fusedltiply-andadd (FMA) instruction, which executesthea=b *c +

d operation in a single step. Most modern architectures support this instruction in some form (e.g. FMA3 updating
the target in place, or FMA4 writing the result to a new location), while the destigiches have evolved over

time (i.e. Intel preferred FMA3 in AVX2, while AMD initially used FMA4 but now allows both). NVIDIA took

this instruction a step further in its GPU architecture, executing FMA over 4x4x4 tensors in a single step. In the
future wemight expect CPU architectures to also incorporate such tensor operations as pressure from Al and
Machine Learning (ML) users increases. Currently, as a result of these demands, Intel and some others (e.g. Arm
and IBM) have included some additional ISAtmstions for these specific workloads, such as Vector Neural



Network Instructions (VNNI) as part of AV2%12 for Intel. However, it should be noted that these instructions

and the tensor operations provided by NVIDIA, operate on half precision floatingmonbers for intermediate

values as double precision implementatimough Floating Point 64bits (FP64) Tensor Caitds precision level,

sufficient for common Al applications, is also deemed acceptable for Molecular Dynamics (MD) simulations in

some ases, covering another large portion of the HPC portfdle usage of reduced precision for numerical

simulation is also an active area of research in terms of numerical mefhedzalf precision is formadd in the
BFLOAT16 format, which instructios et s fr om | nt el and Arm both supports
currently limited to its GPU products, but future CPUs from AMD may also follow this trend.

2.4. Vector Length

The operations on lower precision floating point numbers also influence tioe Westructions. The optimal length

of vectors in vector operations is a subject of an ongoing debate. The length of vector operands in such instructions
has been steadily increasingthe x86 architecture for the past few years, eventually reachind&Bd 2vidth in

AVX-512 extensions implemented by Intel. These 512 bits wide instructions debuted with the release of Intel's
Xeon Phi architecture and were carried over to the Xeon architecture in the Skylake series. However, Intel's
implementation came witthe caveat that the operating frequency had to be reduced during the execution of these
instructions which led to an AVX frequency much below tieeninal frequency, allowing the processor to run

under its specific TDP power. Regarding extensions to 8teimxstruction sets, AMD has typically supported

I ntel s new instructions for compatibility, and subse
i mpl emented i n AMDO& s-51Rmaseen@am exae@isnuatirnew andisinééinot reach

the expected level of performances for most of the applications, it is not sure to be adafatedénAMD design.
Furthermore, Intel might also focus on 256 bits wide instructions, leaving 512 bits instructions for compatibility
and speciaktases. It should be noted that other architectures, besides x86, have competing (yet not directly
comparable) solutions, with SVE (Scalable Vector Extengiom) Arm supporting a variable width raimg from

128 to 2048 bits as opposed to x86's fixed vector length.

The issue with introducing complex higHewrel instructions, besides introducing complexity taking up valuable

real estate on the die, is tlsatchcomplex operationseed a large number ofclesto completeDuring the heated

debate between Complex Instruction Set Computer (CISC) and Reduced Instruction Set Computer (RISC) design
philosophies, the RISC proponents argued against the complex instrdotiachs very reason. Modern CPU
architectures are CISC architectures, featuring a very diverse set of highly seecfalictions. However, these

CPUs handle these instructions by decoding them into smaller,-&S8uboperations and dispatching them

into appropriate Execution Units (EQJ3 his allows software to be represented in a terse chunk of code in memory,
reducing the cost in memory access&tsthe same timet allows finer control over execution order inside the
processorthusincreasing efficiency by hiding latency via pipediexploitations or even multiplexing access to
resources by Simultaneous Multithreading (SMT). Therefore, additional criteria for comparing architectures and
their several iterations are pipeline depth and number of threads in SMT. The discoNttlost architecture

from Intel took the pipeline depth to an extreme level by featuring 31 stages. The discontinuation of this
architecture should indicate the caveats in implementing very long pipelines, and current architectures follow a
more modestapproa¢h. g.,141 9 in I ntel ds |l ce Lake and 19 in AMDOGOs E

2.5. Memory Bandwidth

Memory bandwidth has been one of the kastorsfor CPUs to perform efficiently both benefiting to memory

bound applications as largeale use casés feed the CPU cycles &sst as possible and keep up with processors
increased computing powétor the last few years, processor technologies have been designed with higher memory
bandwidth: first, through a higher number of channels per processor; while in 2011, an X86 plikecthenintel

Sandy Bridge had 4 memory channels, now X86 (Intel/AMD) and Arm processors have, in 2020, typically
between 6 and 8 memory channels, allowing a theoretical global memory bandwidth performance improvement
of +50% and +100%. The secoadterionto take into account is the frequency of the DDR memavlgsh has
drastically improved over time. While in 2011, an X86 processor like the Intel Sandy Bridge supported DDR3
running at 1600 MT/s, an X86 processor and an Arm processor are, in @pa6rtexg DDR4 running between

2933 MT/s and 3200 MT/s. Taking into account both the incrieabe numbeof memory channels and the DDR
technology improvement, the global memory bandwidth per processor for an X86 processor improved by a factor
of 4, whie the memory bandwidth per core remains nearly the same due to density growth on current available
chips. A new trend is driving the market to HiBandwidth memory (HBM) both within CPU and accelerators,
providing high throughput memory access for agtians(>= 1TB/s vs maximum 205 GB/s for the current AMD

and Marvell ThunderX processors available on the markeinimum 5 times the memory bandwidth of DDR
depending on the HBM typeand a more balanced byperflop ratio than then one supported by DDRly



processor technology. However, HBM provides a maximum capacity of 32GB (HBM2)rexglaying transfers
between DDR and HBM in case the data does not fit the HBM size.

2.6. Simultaneous Multithreading (SMT)

In SMT, multiple instructions are issued aftclkaclock cycle, possibly belonging to different threadsisth
increagng the utilisation of thevarious CPU resourceend makng it possible to reduce the effect of memory
latency SMT is convenient since modern multipgsue CPUs have a number of functional units that cannot be
kept busy with instructions from a single threBgl.applying dynamic scheduling and register renaming, multiple
threads can be run concurrentRegardingSMT, it should be noted that the number of hardware threads in x86 is
extremely low (i.e. 2), compared to other architectures: POWER from IBM supports up to 8 threads per core
(SMT8) and various Arribased processor implementations feature up to 4 thpeadore (SMT4). It is possible

to explain this discrepancy by multiplexing features such as register windows being absent in x86. GPU
architectures prefer a simpler, straightforward approach to instruction complexity, spending die area real estate in
multiplication of EUs to increase parallelism instead of featuring complex instructions. It is possible to implement
this approach in CPUs by building semdependent vector operation sections in future models.

2.7. Processor Packaging

Another, largely orthogorastep towards achieving an increase in computational power is putting multiple
individual coresonto a single die. Since the stall in frequency increase has begun to present itself, building
multicore CPUs has been the preferred solution to continueasingethe processing power. However, the increase

in core counts was limited by the need for communication and synchronisation between the cores and the difficulty
in increasing the number of transistors on a singlaolithic-die with a manufacturing press reaching nanomete

level. This need arises largely from the constraint of maintaining a consistent shared memory to prevent race
conditions. One approach to this subject is making the discrepancy and memory ownership explicit by presenting
a Nonuniform Memory Architecture (NUMA), similar to the pexisting multisocket arrangements or chiplets.

This is achieved through the MCM (Mul@thip Module) conceptMCM is an electronic assemblgf

multiple chips orsemiconductodies, also called chiplets, thateintegrated usually onto a unifying substrate, so

that it can be treated as a largetegrated circuit. The chiplets are then connected through anchipiet
interconnect, as for example the Infinity Fabric (IF) interconnect for AMD zen2 and fl&kiiB generation
processors. While MCM has been early adopted by complked8M or AMD to increase core density (rather

than clock speed) on a processotel has decided so far, to remain with its monolithic chip architecture for general
purpose proessors (except for their Cascade L-&& processor) despitdl the complexity of the manufacturing
process faced at 14 and 10nm levi®IEM presents large advantageshdis helped AMD both to enter the market
earlier than its main competition and redttoe price of their processor. MCM now underwent a broader adoption

by the market and is a manufacturing process well mastered by foundries like. TRivi@ drawback at
application level: As the processor presents several NUMA domains, it requires a staaigdge of the
processor micr@rchitecture to support suitable task placement.

2.8. Heterogeneous Dies

Planting heterogeneous cores that are spsathilh different application areas in a single die is not a new approach.
The Cell Broadband Engine Architece from IBM, usually called Cell in short, has combined atvay SMT
general purpose PowerPC core with eight Synergistic Processing Elements (SPEs3expetiadctor operations

on a single die. Unfortunately, despite being able to provide highrp&fwe, it has been a victim of its radical
approach and has never become popular, suffering a fate similar to Itanium from Intel.

The general philosophy of combining heterogeneous compute elements, however, is not abandoned. In fact, it has
been observenultiple times in the computing industry that the rise epoacessors has been inevitably followed

by integrating them into the central processor, resulting in cyclical trends. The rise of Integrated Graphics
Processing Units (iGPUs) could be given ageaeral example, and the fate of Xeon Phi architecture represents

an interesting twist in the HPC world. The implementation of heterogeneous dies takes the forbiToF lbigin

the Arm architecture, combining low frequency energy efficient cores with performance ones, but while
reducing power consumption, the utilisation is limited in the HPC area. A different approach is exemplified in the
efforts of AMD, where vector operation focused GPU cores are being moved into the unified address space and
die space of the central processor.

In terms of the aforementioned observation of cyclical trends, the industry is at the early stages of the integration
phase, where discrete -poocessor products froldVIDIA dominate the market, but the demands for unified



memory address space and simpler programming models put pressure on the vendors. As an extreme example, the
ominously named 6The Machine6é from HPE has proposed
specialised processors, connected not bygesgontinuous die, but a higdpeed interconnect based on photonics.

The future of this ambitious project, however, is unclear: widespread adoption is unlikely, based on the fate of
such radical departures from the traditiomedelin the past.

3. General Purpose Computing Capabilities

3.1. X86_64 Processors
3.1.1Intel X86_64

After years of del ays, I ntel s 10nm designs have fin
generation Intel Corprocessors for desktops. However, even after this datay, the new designgields and

clock speeds have been generally unimpressive, resulting in the products of the ageing 14nm+ (and further
iterations denoted by additional + symbols in their names) to continue being offered alongside with the newer,
10nmprocesshbasedones for desktop and server platforms. This has also been the case for the HPC market for
almost 4 years now, starting with tbih Intel core processor generation code named Broadwell released in 2016
and ending with the Intel Copper Lal#® processor for the HPC segment market that will be delivered at the
earliest at the end of Q2 2020 for key customers in specific configusdBedar Island Platform only). Lack of
satisfactory progress in this area has also been admitted by Intel with its CFO, George Davis, recognising that the
10nm process has not been as profitable as its long exploited 22nm and 14nm proceg$Sg¢s were

The first 20nm CPU for HPC workloads, code named Ice 13RéWhitley Platform]6], should be available by

the end of 2020. Its main purpose should be driving the path to 20nm mass producttbe exbected new Intel

product called Sapptd Rapidq7] (together with a new LGA 4677 socket) that should be deployed in 2 phases:
the first version might be based on Sapphire Rapids without HBM (High Bandwidth Memugydrsng up to 8

memory channels DDR5 and R€Igen5 as NVDIMM memoryThe second step may add several important
featuressuchags he capability to interface with the new Intel
(see the GPU section below forore details). The latter ensures a unified memory architecture between the
Sapphire Rapids CPU and Intel PVCs GPU through the Xe links based on the CXL (Compute Express Link)
standard.

In terms of the manufacturing process, the currently released ptamdritel state that 7nm might be available in
202land that I ntel ds 5nm shoul d bnprovenehtinta peespectiveninte2 0 2 3 . W
mentioned that its 10nm process is comparable to competing products labelled as 7nm in TSM@Y thle t

7nm process is roughly equivalent to TSMC's 5nm process, with Intel's 5nm being similar to TSM{BE 2@m

for frequency, the higlend products from Intel reach 33Hz, but 25 to 2.7GHz models are expectedite the

common choice. As with the current trend, the focus is more on the boost levels, achieving 4.0 GHz for a single
core. At least for the lifetime of the 10nm process, these frequency levels should not chimadjg. iddwever,

some of the improveménto the processor performance may come in the form of instructions that do require lower
operating frequencies (as AV¥XL2 does today). In addition to extensions to A¥X2, widespread adoption of
BFLOAT16 (startig within the Intel Copper Lake processdrich should be delivered to large key Al customers)

and Galois Field New Instructions make up the major changes to the instruction set in new products. A radical
addition, however, is the inclusion of Gaussian Neural Accelerator v1.0 (GNA) in cliemdrvefsice Lake.
However, GNA is a low power, inference focused component, and it is unclear if it will be included in the server
version.

3.1.2AMD X86_64

The current AMD EPYC 7002 Series Processors (Rome) is the second generation of the EPYC x86 psatform. It
implementation relies on an MCM (Mu@hip Module) implementation and on the Zen2 core architecture built

in a 7nm process technology to support up to 64 compute cores on a single CPU, enhanced |0 capabilities through
128 lanes of PGé Gen4 I/O and 8 DR4 memory channels (with up to 2DIMMs per channel) running at up to
3200MT/s, boosting memory bandwidth up to BX3B/s peak. Thehiplet of aMCM in AMD language is called

CCD (Compute Core Die), with one CCD supporting up to 8 compute cores. The AMD Rome processor supports
up to 280W TDP (Thermal Design Power) per socket and up to 3.4 GHz Turbo boost CPU clock speed.

The upcoming AMD Zen3cores expected to enter mass production in
advanced 7nm processor, N7+. While the Zen2 cores are the main components of AMD Rome processor, the Zen3
cores will be the main components of the AMD Milan procef#oiThe main differences between Zen2 and Zen3
implementation should be the clock speed and rgeaxhe level architecture implementation on a CCD as the
memory. The former means that at equivalent core counts the Zen3 core shapdtie of operating at higher



frequencies targeting increased per core performance. The latter means reducing the number of NUMA domains
inside a singleCPU, having 8 CCD Zen3 cores sharing nowNB L3 cache on a single CCD (one core being
capable of addissing 32 MB memory) while previously one single core was capable of addressing a maximum of
16 MB L3 cache. While the maximum memory bandwidth was sustained with 16 Zen2 cores on the Rome
processors, the optimal number of Zen3 cores to achieve the hesiryngandwidth might then be 8 cores. In
addition, the Zen3 cores may have the capability to run Secure Encrypted VirtualiSatiypted State (SEV

ES) without any specific software changes. This feature would allow to encrypt all CPU register coméangs w

VM (Virtual Machine) stops running and prevent the leakage of information in CPU registers to components like
the hypervisor. It can even detect malicious modifications to a CPU register state.
One key point to note is that, while the CPU frequemcyNaples was far from the ones seen on Intel Skylake
processor
being slightly lower, 2.6 GHz for the highest core count top level variant. What makes the AM&NREzm
competitive with Intel is the density on the AMD processors, reaching up to 64 cores.
However, there will also be Iowore count SKJ (Stock KeepingUnits) (24, 16 and 8 cores variants) with higher
frequencies. As for the instruction set, the ndifference to Intel ithat AMD Rome/Milan only support AVX

256 instead of AVX512. However, the lack of wide vectors is made up by the fact of AMD having its own high
performance GPU line, and the plans for integrating them onto the same die. Furthérenbigher core count
also results in more vector processing units being available even without integraietessors. There are no
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the factthat AMD now has its own higherformance GPU line (MIXX line).
The next generation of AMD general purpose processor should be based on Zen4 cores and should form the Genoa
processor as announcfD]. This new microarchiteéare is expected tde based on a 5nm process technology

and might incorporate new features as DDR5,-€Gén5, HBM support and cache coherency (between CPU and
GPU). It is already welknown to be the CPU that will poweneof thethreeExascale machireeannounced by

the US DoE (Department of Energy), El Capitan (LLNL) in 20B2 processor on the Frontier machjaeother

of these three exascale machingsuld be a custom Milan SKU, a Milan ++ probably with some of the Genoa
capabilities. This Gengarocessor should again enhance the strong I/O capability of the AMD processor providing
again more 10 capabilities and higher memory bandwidth which should benefit memory bound applications. While

it is known that this new AMD processor might introduceig step in the AMD roadmap, there is little public
information available on the Genoa processor filo\.

futur e

ude a

3.1.3Comparisorof main technical characteristiasf X86_64 processors

TheTablel summarses the X86_64 processors main technical characteristics.

‘Chip maker

Manufacturing Process

GA or Estimated
Availability

Technology

Intra-node
interconnect

Extra-node
interconnect

channels/skt
DDR @ Memory Clock
Speed

Theroritical Bandwidth
(GB/s

HBM @Memory BW
(TB/s)

m
a
5
3 5
£ 3
-3
g

imated Theoriti
Gflops/Watt (Top bin)

Cascade Lake

Purley Whitley

Ice Lake

Intel Intel Intel
14 10 10
Launched Planned Planned
April 2019 E'""“;Q‘;; o NA
Single-die Single-die A
UPL UPL UPL/CXL
PCl-e gen3 PCl-e gend PCl-e gens
2 2 2
AVXS12 AVXS512 A
2xFMA @512b WA N/A
Max 28 WA A
6 a 8
DDR4 @2933 DDR4 DDRS
140,8 WA A
No No Maybe
11.8 WA NA

Sapphire Rapids

EPYC
Zen
TSMC
14

Launched
June 2017
MM
PCl-e gen3
PCl-e gen3

2

AVX

2x(ADD, FMA)
@128b

Max 32
B

DDR4 @2667

Zen 2
TSMC
7

Launched
August 2019
MeM

Infinity Fabric
PCl-e gend
2

AVX2
2x(ADD,FMA)
@256b

Max 64
8

DDR4 @3200

Cascade Lake Sapphire
E Rapids
EPYC EPYC

Eagle Stream

Zen 3
TSMC
7
Planned
Estimated Q4 2020
- Q1 2021
MCM

Infinity Fabric
PCl-e gend
Min 2

AVX2
2x(ADD,FMA)
@256b

Max 64
8
DDR4 @3200
204,8
Mo

9.30

Tablel: X86_64 Intel and AMD processors main technical characteristics

Note:N/A mears the informaion is not available.
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3.2. Arm Processors
3.2.1EPI (European Processor Initiative)

The European Processor Initiative (ERI®] is in charge of designing and implementing a new family of low
power European processodesignedto be usedn extreme scale computing and higéerformance BigData
applicationsas in the automotive industry.

EuroHPC[12] has an objective to power 2 Europdatascale machines 20232025 with at least one of them
built with a Euopean processor technolgdyopefully a result of the ERIIn addition, EuroHPC also plans the
acquisition of pe-Exascale systems (202D24/2025) and support for the first hybrid HPC/Quantum computing
infrastructure in Europe.

TheEPI product family Wl mainly consist of twaomputing productsan HPC general purpose processor and an
accelerator. The firggjeneration of the generplrpose processor family named Rhal rely onArmé s Ze u s
architecture general purpose cof@sm v8.3/v8.4 up to72 cores[14]) andon highly energyefficient accelerator

tiles based on RIS®¥ (EPACT an opersource hardware instruction set architecture), MRliipose Processing

Array (MPPA), embedded FPGA (eFPGA) and cryptographywarel engine. First Rhea chipse expected to

be built in TSMCé6és N7+ technology aiming at the highe
Common Platform (CP) is in early development and may include the global architecture specificatiorare

and software), common design methodology, and global approach for power management and security in the
future. The Rhea chiwill supportArm SVE 256 bits(Dual Precision, Single Precision, BFLOAT16)BM2e,

DDR memories and P& gen5 as HSL (ldh Speed Links), which would support the interconnection of two Rhea
dies or one Rhea die with an HPC accelerator like Titan Gen 1 (based otVRiS@ad ofArm). The Zeus cores

and the memory subsystenfbuilt on top ofHBM, DDR and Last Level of Cach&jill be connected through a
Memory-coherenton-chip network The CP in the Rhea family of processors will be organised arounehae2b
Network-on-Chip (NoC) connecting computing tiles based on general purpose cores with previously
mentioned accelerat tiles. With this CP approach, EPI should provide an environment that can seamlessly
integrate any computing tile. The right balance of computing resources matching the application needs will be
defined through the carefully designed ratio of the acatderand generglurpose tilesThe Rhea chip will

support PGle and CCIX to interconnect and accelerators.

The second general purpose chip family is named Cronos (Rhea+) and should be based on the Arm Poseidon IP
possibly with enhanced capabilities liker@pute Express Link (CXL) buin to ensure cache memory coherency
between the CPU and the accelerator.

The Rhea chip and its next generation are designed and commercialised by SiPearl (Silicon Pearl). SiPearl is a
European company that is using theutessof the European Processor Initiative (EPI) project.

3.2.2Marvdl ThunderX

The current Marvell ThunderX processor on the market is thekmelvn ThunderX2 processor which has been
available since 2018. The ThunderX2 is the second generation of Maddal Armv8-A processors based on

the 16nm process technology. It is also the first processor which has demonstrated the capability to compete with
Intel and AMD. It is available with up to 32 custom Armv8.1 cores running at up t&B5and supports
Simultaneous Multithreading (SMT) with 4 threads per core, so twice the number of threads compared to x86
processors. The ThunderX2 die is built on top of a monolithic implementation like all Intel processor generations
up to Cascade Lake, in contrast to AMIDh its Multi-Chip implementation (MCM). Each processor supports up

to 8 memory channels or 8 memory controllers with up to 2 DPC (DIMM Per Channel), with DDR4 DIMMs
running at up to 266K T/s (LDPC only). The processor has strong I/O capabilities witlo 56 PCle gen3 lanes

and 14 PGk controllers along with integrated 1/O and SATAv3 (Serial ATA) ports. Each Thundené¢has a
dedicated L1 cache (32 KB instruction and data cache) and a dedicated 256 KB L2 cache. The L3 cache is 32 MB
and is distrilnted among the 32 cores. In terms of computation, the Marvell ThunderX2 supports 128 bits NEON
instructions (Arm ISA) and up to 2 FMA EUs, which means that each core is capable of executing 2 FMA
instructions using a 128 bits vector during a single cyidikés has led to one core being capable of running 8 DP
floating operations per second. The Marvell ThunderX2 socket is available as single-soackeds server with

CCPI2 (Cavium Cache Coherent Interconnect) providing full cache coherency.

Thefollowing part of this sectiomegarding Marvell ThunderX3 processonsms written before the cancellation

of ThunderX3 processors by Marvell apbsentsvhat was initially plannedy Marvell befoe this cancellation.

The authors of this report have decided tontzn the information regarding ThunderX3 processors for several
reasons: (1) In case Marvell decides to sell their design to another chip maker, information will be known by users
(2) To provide information about what could be achievable at the horiz@921The next ThunderX line



processorshould have beefihunderX3+ and ThunderX@5] [16], based on TSMCO6s 7nm | it
with monolithic chips rather than chiplets. Both CPUmwd target different markets: ThunderX3+ and
ThunderX3 shouldhavefocus on cloud and HigRerformance Computing workloads, respectively, due to their
internal properties. The ThunderéBd X3+ were supposed to bemsed orArmV8.3+ (+ means that it inctles

selected features of tiemV8.4 ISA). The ThunderX3vasplanned to be built on top of a single die, with up to

60 Armv8.3+ cores and 8 DDR4 memory channels running at 3200 MT/s supporting up to 2 DPC while the
ThunderX3+ is planned to be built on top2 dies, each with 48 cores for a total of 96 cores, with also up to 8
aggregated channels (4 per die) DDR4 at 3200 MT/s, leading to the same global memory bandwidth on a SoC but
a lower memory bandwidth per core, though giving penalty to this for mebmugd applications. On the
ThunderX3+, the 2 dies are interconnected through the new CCIP3 (Cavium Cache Coherent Interconnect) over
PCl-e gen4. Each processems designed witlb4 PCle gen4d lanes over 16 PCI controllers and a 90 MB L3
shared cache whilel and L2 caches remain single to each core.

Like their predecessor ThunderX2, ThunderX3/X8ere expected to support SMT4, leading to 384 and 240
threads on ThunderX3+ and ThunderX3, respectively. These procehsotd havesuppored NEON (SIMD -

Single Instruction Multiply Data) instruction sets with 4 FMA per cycle combined to 128his and 16
operations per cycle. The native/base clock speed for ThunderX3+ should rather be around 2 to 2.2 GHz, while
this would be increased bybns (200 MHz) for ThunderX3, reaching 2,1 TFlopsir{imum) peak performance

for the HPC version of ThunderX3, for a TDP reaching 200W (minimum). Thew&¥xpected to depend on

the core clock speed provided on the CBidcewhile the clock speed wille higher, the TDP might also increase.

The desigrshould have comi both 1 and Zocket configurations, and the incket communication CCPI

3rd gereration

At this point in time, it is not clear if Marvell will pursue their ThunderX line.

3.2.3Fujitsu A64FX

The Fujitsu A64FX is aArm V8.2 64bits (FP64) processor designed to handle a mixed processingdhading

both traditional numerical simulation HPC and Artificial Intelligence, with a clear target to provide an extremely
high energyefficient performance (performanaeétt) and a very good efficiency for a large spectrum of
applications Built on top of a 7nm TSMC process technology, its design has been HPC optimised being the first
general purpose processor supporting 32 GB HBM2 (arodmigidaggregate 4x 256 GB/s) and native hardware

SVE, while considering various Al instruction set extensions, such as supporting half precision (FP16) and
INT16/INT8 data types. The A64FX has 48 compute cores and 4 additional assistant cores to proceaadhe OS
I/0. Like AMD, Fujitsu has chosen to build its processor based on MCMs. These modules are called CMG (Core
Memory Group) in the Fujitsu design. The compute and assistant cores are split into 4 CMGs, each with 12
compute cores and 1 assistant coreisbabne 8MiB L2 cache (t@ay) through a croskar connection and
accessing 8GB HBM2 through a dedicated memory controller (maximum 256 GB/s between L2 and HBM2). In
addition, each core has its own 64 KiB L1 cache and supportbibd@le SIMD SVE implematation 2x FMAS,

leading to around 2.7 TFlops/s DP on a single A6gkFacessarThe 4 CMGs are connected by a coherent NoC
capable of supporting Fujitsubds -pgeoi7]il8dHuMAry Tofu inte

The Fujitsu A64FX is provided as a single socket platform only, while most of its competitors have chosen to
provide singleand dualsocket platforms. The processor powers Fugaku, th&fiesicaleclassmachine in Japan

and worldwidein 2020 timeframeThe machine has been built on top of more than 150,000 (158,976) compute
nodes in more than 400 racks. The nodes are connected by-B Tiefwork running at 60Pbps, reaching 537 PF+

FP64 peak performance with access to more than 163 PB/s theoreticalyn@mdwidth. Datds storedon a

hierarchical storage system with 3 levels: the 1st layer relies on high throughput NVM¥ ¢kdire Memory

Express) GFS cache/scratch file systems (>30 PB), the 2nd layer is a highydastoitbased global file system

(150 PBs) based on traditional magnetic disks, and the last layer is currently planned to be an archive system stored
off-site on a cloud storage. The cooling infrastructureesein DLC to reach a 1.1 PUE. This system reqlire

around 30 MW during benctemr ki ng as reported in June 2020 TOP500
December 2019 and was completed by-iiay 2020. The system should be fully operational and open to the

user community in 2021. A key point was the capability of Fujitsu to pewewgaku like prototype for SC19,

which was ranked number 1 in the November 2019 Green500, with a machine based on theP@msal
Processors onJyvhile most of the other systems at the top of the Green500 list mainly rely on GPUs. The prototype
waspowered with 768 A64FX CPUs supporting the Arm SVE instructions for the first time in the world. This
performance measur ement demonstrated that Fugaku tec
achieving 1.9995 PFlops sustained performancainay 2.3593 PFlops as peak performance, and 16.876
GFlops/W (Gigaflops per watt).



In addition, early February 2020, Fujitsu announced that it would supply the Nagoya University Information
Technology Center with the first commercial supercomputer powsrélde Armbased A64FX technology. The

new system will have 2,304 Fujitsu PRIMEHPC FX1000 nodes, offering a theoretical peak performance of 7.782
PFlops and a total aggregated memory capacity of 72 terabytes. In the meantime, other customers have acquired
Fujitsu A64FX systems mostly as test beds for nag.the Isambard 2 system from University of Bristol and the
Wombat cluster at Oak Ridge National Laboratory. The 4th Petascale EuroHPC supercomputer, the Deucalion
machine at Minho Advanced Computingrie (Portugal) should be equipped at least with a large partition relying

on Fujitsu A64FX processor.

Two other Armprocessors, the Graviton from Amazon and the Altra from Amaeeedescribed in the next sub
sections, even thoughebe 2 processors amorededicated to compete with AMD and Intel x86 procesfars

the data centre markeather the HPC market. These 2 platforms are based on Arm Neoverse (ArmV8.1/2)
microarchitecture, which is the same Apfatformthan the Fujitsu A64FX processor.

3.2.4Amaodn Graviton

As the dominant cloud service provider, Amazon has a keen interest jefficisint cloud services and started
working on an Armbased SoC in 2013mazonrecently announceils secondgeneration Graviton processor
based on Ar mé Nl miceoarchitdauoevinptermented on top of Aud.2 and a CMN500 mesh
interconnectThis second generatiaifers a monolithic die of 64 cores running at 2.5 GHz along witKBf

L1 and 1IMB L2 private data caches and a shared L3 cache of 33tMBna nuf act ured i n TSMCO&s
Clearly, Amazon also targets accelerated platforms given that the Graviton providesé4.BGines compared

to, for example, the 16 P 3.0 lanes of the A64FX. Further characteristics of the chip show thaesigndd

for rather computéntensive workloads (or escheduled compute@nd memonyintensive workloads), with-86

cores already able to max out the available peak memory bandwidth (which is also the case for the AMD
processor). AlsdylachineLearning wokloads are in focus with explicit support for INT8 and FP16 data types in
order to accelerate Al inference workload. Given its siNJIBMA design, it is also optimised for low cote-

core latencies across the entire chip compared to more conventiorigcincas of comparable core numbers that
rely on multidie designs (AMD) or mukisocket designs (Intel), both of which show a significant increase in
latency for intefNUMA communication. This is further illustrated by high scalability results, for el@fopmost

SPEC 2017 benchmarks that are not menfmynd. Nevertheless, also sequential performance is competitive
with x86-based systems, as the secgederation Graviton shows a large boost over the first generation and
preliminary benchmarks reachtiveen 83% and 110% of sequential compute performance compared to systems
employing the Intel Xeon Platinum 82%mhtel Skylake Lake, the microarchitecture previous to Intel Cascade
Lake) or AMD EPYC 7571(AMD Naples) processors, while doubling or triplinipe achievable singleore
memory bandwidth performance thieselntel and AMDprocessors

Both GCC 9.2.0 as well LLVM 9 currently offer support for the Neoverse N1 microarchitecture and henceefacilitat

a fast adoption rate of software ecosystémnshe Graviton Given Amazonds integration
M6g instance types, current benchmark results and a
claim, this chip might introduce -heavydaus solutiorsardhemcege t o

the entire data centre marf20].
3.2.5Ampere Altra

Another Arm CPU architectaris built by Ampere andims at challengingntel and AMD for the data centre

mar ket . Amper eo6s MGmanufattired @nmCHpWvithi up to &0 cdresS clocked at a maximum

of 3 GHz and a TDP of 210 -yeéadration Grav@dn ihimpleanentsithe Au@.Jha z on 6 s
architecture (along with some additional features not yet part of this standgmol)es each core with dedicated

64 KB of L1 and 1 MB of L2 cache and allocates a total of 32 MB shared L3 cache for all cores (yielding slightly

less L3perc or e than the Graviton and falling well bel ow A
features 8 DDR43200 memory controllers with the same peak memory bandafth8 GB/s) than AMD

Zen2/Zen3 processdin contrast to the Graviton, it offers a much larger contingentePL0 lanes per CP(128)

and enables dualocket setups. The chip reses\32 of these lanes for inteocket communication, leaving up to

192 lanes and hence a maximum throughput 378 GB/s for accelerator communication in a fully stackddsode
exceeds the 160 lanes offered by the current leader in this field, AMD, irsaclat configurations (128 lanes

per CPU with at least 48 dedicated to irdecket configuration). Whileeliable, independent benchmark data is

not yet available, Ampere claims a performance matching that of contemporary AMD syStémRomeEPYC

7742) and outperforming IntelGascade Lake SReon Platinum 8280) by a factor of 2. The chip targets
applications in data analytics, Adlatabases, storagédge Computingand cloudnative applications. Ampere

plans to continue this line of processwith the next model Mystique following in 2021, using the same socket

as Altra, and Siryn following in 2022 at a planned 5nm prof&dq22] [23] [24].



3.2.6Summary of Arm processofmain technical characteristiqgledicated to HPC)

TheTable2 summaises the Arm HPC processors main technical charistics.

N S
m N1 Zeus Zeus N1 Zeus Poseidon
“ ARMvVS.1 ARMVS8.3+ ARMVS8.3+ Armv8.2 ARMv8.3/8.4 X
Manufacturer/Foundry TSMC TSMC TSMC TSMC TSMC TSMC
Manufacturing Process
m Launched Cancelled Cancelled Launched Planned Planned
GA or Estimated . Estimated 2023-
Availability May 2018 None None Q4 2019 Estimated 2022 2024
Technology Single-die Single-die Dual-Die CMG Chiplet Chiplet
Intra-node
interconnect CCPI CCPI CCPI NOC CCIX CCIX/CXL
Extra-node
PCI-e gen3 PCI-e gend PCI-e gend PCI-e gen3 PCI-e gen5 PCI-e genx
“ ¢ ¢ ¢ ¢ A A
n NEON NEON NEON SVE-512 SVE-256 N/A
2xFMA @128b 4xFMA @128b 4xFMA @128b 2xFMA @512b 2xFMA @256b N/A
channels/skt 8 8 8 NA 4 - 6 DDR5 N/A
St euiiiheatll  DDRé 02667  DDR4 @320  DDR4 @3200 NA SDES G RN NA
Theroritical Bandwidth |
(GB/s) 171 205 205 NA 230 N/A
HBM @Memory BW 32GB (4 x 8GB)
(TB/s) No No No @ 1 TB/s Maybe Maybe
Estimated Theoritical
Gflops/Watt (Top bin) B2 e e =l A A

Table2: Main technical characteristics of Arm processors dedicated to HPC

Note:N/A mears the informations not available.

3.3. POWER Processors

Despite being a contender for the highest slots in TOP500 in recent years, the amount of publicly available
information about the current plans for the POWER architecture is scarce at the nfdredaonhe 2020 DP500
hasrankedSummit and Sierra supercmputersbased on POWER9 architectuatthe second and third place.

At the third place on that list with 94.@Hops, Sierrgintroduced in the June 2018 edition of tht@A00)boasts

a very similar performance level compared to fitath contenderSunway TaihuLightiftroduced in the June
2016edition of the OP500)93.01 Hrlops, despite having almost an order of magnitude less cores (1.5 million vs
10.6 million) and requiring almost half the power (7.4 MW vs 15.4 MW). However, both of these eyatkade

been surpassed by Fugaku on the most recently published June 2020 TOP500 list.

The bulk of the processing power in these systems comes from the accelerators, Melibdly, GPUs. In fact,

most of the marketing material from IBM has focused oratichitectural advantages of the POWER system as a
whole, instead of focusing on the raw processing power of the POWER CPU alone. In particular, the early adoption
of the NVLink communication protocol frolNVIDIA has given the architecture a significant abage over
competitors when combined wittivIDIA GPGPUs.

Another area, where IBM had a leading edge over competitors, was the manufacturing process, which did not pan
out as expected. In 2015, IBM announced that they were able to produce transisatisr@gert the 7nm level

using silicongermanium gates, but declined to give a product delivery date at the time. However, in 2018,
Globafoundriesannounced that they would be ceasing 7nm Extreitraviolet Lithography (EUV), due to the
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work with TSMC for their Zen2 line. In late 2018, after considering all three major producers (i.e., TSMC,
Samsung and, interestingly, their rival Intel), IBM optedbartner with Samsung Foundry for using their 7nm
EUV processPOWER10 is available inZrsions 15 SMT8coresor 30 SMT4 coreper processawhile Power

9 was eitheR4 SMT4 coresor 12 SMT8. Itsuppors PCl-e Gen5, wider sustained memory bandwi®®0t+ GB/s

B M

as opposed to 650 GB/s in POWER9), double 1/0O signalling speed (50 GT/s, as opposed to 25 GT/s in POWER9)
and a new microarchitecture, in addition to the 7nm manufacturing process (down from 14nm in POWER9). As

for POWER11, even fewer details &es a i |
reiterated their preference for the chiplet design for the bedatitin of the manufacturing process in future
products, in a recent interviel#5]. It is to be noted also that, whileigport for NVLink onchip was part of
POWERS8 and POWERS9 architecturdsiho morethe case on POWER10 with RE€IGen5 providing the suitable

bandwidth to feed GPUs.

In the meantime, IBM has alseleased a newteration of their current, 14nm based POWERS line, featuring the
new Open Memory Interface (OMI) for decoupling the memory interface from the core CPU design, in order to
exploit the advances in memory technology without waiting for thaselef their axt generation architecture.

able to the

publ i c,

TheTable3 summarses the POWER processors main technical characteristics.

Table3:Powe r

Power Power

LELIN TSI LI L Globalfoundries
Manufacturing Process

GA or Estimated
Availability 2017

MCM

POWER10

Samsung

Launched
2020

Technology MCM

Intra-node
interconnect

Extra-node
e gem

12 SMT8 cores 15 SMT8 cores
or 24 SMT4 cores or 30 SMT4 cores

CAPI2.0/NVLink openCAPI

PCI-e gen5

POWER ISA V3.0 POWER ISA V3.1

2xFMA @64b N/A

Operations

channels/skt

DDR @ Memory Clock DDRS @ Min
comezm UG,

Max 24 Max 30

Max 8 N/A

205 N/A

Theroritical Bandwidth
(GB/s)

HBM @Memory BW
(TB/s)

Estimated Theoritical
Gflops/Watt (Top bin)

No No

N/A N/A

Note:N/A mears the informations not available.

3.4. Other Processor Technologies

China plans to build severg&ixascalesystems using their own manufactured CPUs and GPUs. The first one is
NRCPC, a CPtbnly machine equipped with ShenWei 26010 (SW26010) processors which is the one used in
Sunway TaihuLight (Rank 4 in June 2020 TOPH26]J. The SW26010 containg® cores which produce nearly
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3.06 THopsof 64 bits floating poinpeakperformanceer CPU In that respect, ith anexpectechumber ofdual
socketsnodeslarger than 100,000 in thelifxascalesystem NRCPCshouldreacha peak performnce ovel0.6
EFlops.However, tis most probable that the CRaf the future Tianhe Exascalesystemwill be the nextSunway
CPUswhich should deliver a peak performance abb®dFops. If this scenario comes into realiyRCPC can
reachan aggregatpeak performance aboveEFops.

The second system in China is the Shuguaxascalenachine relying on two Hygon x86 CPUs and two DCUs
[26]. Whi |l e Hygon 6 sfronCRMD b ss -géheratisat Zen eacthitecture, DCU & domestic
accelerator produced by Hygon delivering THdps.

4. GPU, Accelerator and FPGA

While NVIDIA has led the GPU market for the HPC world over the last 10 years, new players like AMD and Intel
are entering the game. However, while AMD is still akarly stage to deliver their Ml GPUs to the HPC market

to support both HPC and Al workloads, Intel is working on a 2021 timeframe to launch the Intel Xe Ponte Vecchio
GPU. Overall, it is evident that efforts to include more accelerator performance i@tméties at large scale
continue to be intensified with specialised units for Al covering not only training but also inference, ray tracing
and other use cases to be included in newer generations, enabling their use for new applications and supporting
convegence of all workloads. Also, the traditional gap between separate memory spaces and device architectures
will decrease thanks to new hardware implementations as well as software solutions (e.g. Intel OneAPl), shielding
the user from diverging host andvitee code.

4.1. GPUs
4.1.1NVIDIA GPUs

In the past few years, the history of the fastest supercomputers worldwide has shown a steady increase of
accelerated systems, the majority being equipped with GPUs. T3#4\of the 50 fastest systerfiBOP500[3],

June 2020pre GPUpoweredby NVIDIA. NVIDIA has a strong history of GPU accelerators in the context of
HPC, with only2% among those accelerated systems usingNMIDIA accelerator hardware in 20. With Piz

Daint and Marconi Europe is a prominent marketplad&z Daint Swiss National Supercomputing Centie
equipped withs,704 TeslaNVIDIA P100 nodes providing a theoretical peak performance of 27 PFlops, mainly
dedicated to numerical simulatievhile Marconi (CINECA) is built on top of 980 V100 nodes, each node with 4
GPUs Voltal00With the French national supercomputer Jean Zay huidtnswer tothe FrenchAl plan for
humanity[27], the machine is built with up @8 PFlops one scalar partition and one hybrid partition w206
GPUNVIDIA V100) dedcated to both HPC and Al with the capability to run HPC/AI combined simultaneously

for science Following the Pascal (P100) and Volta (V100) generatibe,rtew generation dfiVIDIA GPUs

released is the Ampere GPU A100 announced by Jensen HUeHlA CEO, on 14 May 2020The Ampere

A100 is built ogsandiShoB desiver@&onam S¥Mfoondfaetor (400W TDP) andas aPCl-e
card(250W TDP). While the FP64 performancé A100 compared to V100nly increassfrom 7.8TFlops to 9.7

TFlops (+25% performance improvement per chip) and FP32 simiilatlye same ratio from 1517/ ops to 19.5

THops, the most important added value for numerical simulaiithe menory bandvidth improvement (+75%
compared td/100) with a higher HBM2 capacity (40GB) and a highamber ofNVLINKS links allowing to

double the global performance capability of A100 to &)s theoretically. NVLink3 has a data rate of 50 Gbit/s

per signal pair, early doubling the 25.78 Gbits/s rate compared to V100. A single A100 NVLink provides 25
GB/s bandwidth in each direction, using only half the number of signal pairs per link compared to V100. The total
number of linksis increased to 12 in A100, vs. 6 100, yielding 600 GB/s total bandwidth vs. 300 GB/s for
V100.

The A100 will support 6912 FP32 cores per GPU (vs 5120 on V100) and 432 tensor cores per GPU (vs 640 on
V100).

The other big jump is for the Al workloads that can leverage instructions d®nBRLOAT16 format with
performance improving by 2.5x. Furthermore, there are new instructions that enable the use of tensor cores using
INT8/4 and TF32 (TensorFlo&2), FP64 and FP32 data. While Volta 100 was mainly focussing on training, the
A100, withthe support of multiple high precision floatipgint data formats as well as the lower precision formats
commonly used for inference will be a unique answer to training and inference.

Another important aspect of the A100 for sustainability is the capatilsupporting Multiinstance GPU (MIG)

allowing the A100 Tensor Core GPU to be securely partitioned into as many as seven separate GPU instances for
CUDA applications, providing multiple users with separate GPU resources to accelerate their applithtion

new feature will help optimise resource utilisation knowing that not all the applications are taking advantage of a
single GPU while providing a defined QoS (Quality of Service) and isolation between different clients, such as
VMs, containers, angrocesses. Due to its implementation, it ensures that one client cannot impact the work or



scheduling of other clients, in addition to providing enhanced security and allowing GPU utilisation guarantees

for each workl oad. E f f ssarsthave eelparate amdasoldted paths thraugtc tbedeatirep r o ¢
memory system. The echip crossbar ports, L2 cache banks, memory controllers, and DRAM address busses are
al | assigned unigquely to an indi vi du akload carsrtinawittrc e . Thi

predictable throughput and latency, with the same L2 cache allocation and DRAM bandwidth, even if other tasks
are thrashing their own caches or saturating their DRAM interfaces.

In addition, as A100 supports RPE€Igen4 with SROV (Single Root Input/Output Virtuadation), allowing to

share and virtualisa single PGle connection for multiple processes and/or virtual machines to support a better
QoS for all over services (1/O, et§28]

In addition,NVIDIA has announced a new software stack including new-&R#dleration capabilities coming to
Apache Spark 3.0. The GPU acceleration functionality is based on the open source RAPIDS suite of software
libraries, built on CUDAX Al. The acceleration techiagy, named the RAPIDS Accelerator for Apache Spark,

was collaboratively developed IVIDIA and Databricks. It will allow developers to take their Spark code and,
without modification, run it on GPUs instead GPUs. This makes for far fastdfL model traning times,
especially if the hardware is based on the new Ampereration GPU due to its characteristics.

4.1.2AMD GPUs

Although less visible in the HPC market, AMD is taking a position in the landscape with its planned CDNA GPU
architecture at an effia 7nm fabrication proced®9]. Optimised forML and HPC, AMD envisions these
architectures to pioneer the road to Exascale by speciffcallising on the CPAGPU interconnect. This general
trend also adopted by other venda$urther detailed iBection5.2. With the recent acquisition of Mellanox by
NVIDIA showing continuedhterest in interconnects, also higher bandiwickhnnections such as AMDs Infinity
Fabric will manifest themselves in future largeale HPC systems, offering around 100 GB/s otduflex
bandwidth for fast data movement among CPUs@Rtls. Coupled with AMDs aggressive roadmap for X3D
packaging, the is expected tdead to more tightly integrated intraode components, partially mitigating the
current relative cost of moving data as computational power increases and limiting the responsibility of
programmer and software stack to provide efficientvearfe. Furthermore, specialised hardware units such as ray
tracing units have also been confirmed, showing AMDs ambition to continue to competdVMRMA in that
regard. AMD6és successful devel opment i snpwevdomtractst i n p
namely Frontier at a planned 1.%1&ps (ORNL) and El Capitan at Z©ps (LLNL). Both systems are planned

with AMD CPUs and GPUs, and will be one of the first benchmarks of closely coupledsBRlUechnologies.

The awarding of these caatts showshe commitmentof part of the HPC communitp AMDs technologies for

the next couple of years, with new generations of devices to be released approximately oncd3@r year

The Radeon Instct MI50 compute cardavailable nowisand designed to deliver high levels of performance for
deep learning, high performance computing (HPC), cloud computing, and rendering systems. The MI50 is
designed with deep learning operations (3.30p& FP32; 266 THops FP16; 53.0 TOPS INT8) and double
precision performance (6.6 Tdps FP64) with access to up to 32GB HBM2 (ECC) memory deliveriid®s
theoretical memory bandwidth. In addition, the Infinity Fabric Link (AMD technology) can be used to directly
connect GPUo GPU with 184 GB/s pedo-peer GPU communication speeds, GPU/CPU communication being
run on PCle ge8 and 4with up to 64 GB/s between CPU and GPU. While AMD is coming back in the GPU
world, one of the key points is maturity of the software stack #stHROCm (Radeon Open Compute) open
ecosystem. The current ROCm3.0 (2019) is more focusedlomhich includes MIOpen libraries supporting
frameworks like TensorFlow PyTorch and Caffe 2. On the HPC side, AMD is working on programming models
like OpenMP wich is still not supported in ROCma3.0 though it should be in the nexrggonROCm software

stack currently under development to have Frontier running optimally in 2021/&A8therimportant feature

was the AMD capability of providing developers tools ROCm to help translate the CUDA code automatically
into codes capable of running on AMD GPUs. For this reason, HIP (Heterogebeoymiting Interface for
Portability) was created. It is a C++ Runtime API that allows developers to create portablatiapglior AMD
andNVIDIA GPUs from a single source code, removing the separation into different host code and kernel code
languages.

The next generation MI Radeon Instisbbuld be built on the 7nm+ process, and based on the Mites GPU
whereas itsisccessor should be the MI200.

4.1.3Intel GPUs

As announced at SC19 in Denver, Irgkns torelease a dedicated GPU sometime in 2021. The new Inte] GPU

called Intel Xe HPC PV(@31] [32] [33], is built on a 7nm manufacturing process. It will be hosted by the Intel
Sapphire Rapids CPU which facilitates Xe use through a unified memory architecture between the host and the
device through an Xe link which should based on CXL standards, layered on top of-B@Gen5. Inteplansto

make the Xe GPUs as adaptable as needed to accommodate as many customers as possible. Hence, there could be

fal)



several versions of GPU Xe either to accommodate HPC needs (gwabision grformance FP64 & run high
performance libraries) or Al needs (equivalent of tensor accelerators for Al; flexiblpatatkel vector matrix

engine; BFLOATL16). Intel's Xe link should also be chosen to interconnect the Intel Xe HPC GPUs together,
similarly like NVLINK does betweeMNVIDIA GPUs.

It will feature an MCM package design based on the Foveros 3D packaging technology. Each MCM GPU will be
connected to higdensity HBM DRAM packages through EMIB (Embedded MDité Interconnect) joining all
chipletstogether. The Xe HPC architecture should also include a very large unified cache known as Rambo cache
which should connect several Xe HPC GPUs together on the same interposer using Foveros technology. This
Rambo cache should offer a sustainable peak EB®¥ute performance throughout douptecision workloads

by delivering huge memory bandwidth. Similar to the Xeon CPUs, Intel's Xe HPC GPUs will come with ECC
memory/cache correction and XeGhass RAS.

Intel has mentioned that its Xe HPC GPUs could feat000s of EUs, each capable of performing eight operations

per clock and therefore sometimes seen as 8 cores. The EUs are connected with a new scalable memory fabric
known as XEMF (Xe Memory Fabric) to several higgmdwidth memory channels. 16 EUs areuped into a

subslice within a Gen 12 GPU (the first generation of Xe GPUSs), with the subslice being similar to the NVIDIA
SM unit inside the GPC or an AMD CU (Compute Unit) within the Shader Engine. Intel currently features 8 EUs
per subslice on its Ged.5 and Gen 11 GPUs. Each Gen 9.5 and Gen 11 EU also contain 8 ALUs which are
expected to remain the same on Gen 12. A 1000 EU chip will hence consist of 8000 cores. However, this is just
the base value and the actual core count should be much largérghan

In terms of vector length, Intel Xe GPUs would feature variable vector width as mentioned below:

A SIMT (GPU Style)
A SIMD (CPU Style)
A SIMT + SIMD (Max Performance)

This architecture (Intel Sapphire Rapids + Intel Xe HPC Ponte Vecchio GPU) will power the future Aurora
Supercomputer which will be launched sometime in 2021 at the Argonne National Laboratory and should be one
of the firstExascalemachines in the world.

Intel is backing the new hardware development with software support, aiming to provide a stack dfdessle
programming tools and increase their market share by ensuring a large user base. To that end, Intel is focusing
their effort on OneAP[34], an initiative that tries to combine many software projects under one roof in order to
facilitate programming CPUs, GPUs, or FPGAs. SRkfollows the core principle of a singentry point into the
ecosystem,nomatterait t he under |l yi ng H3mdinydgayeehere ia Bigributesl Paralleh e AP 1 6
C++ (DPC++), whichis essentially a mixed language of C++ and SYCL, enhanced with a few Intel flavours,
targeting a singlsource apprach for programming multiple devices. Beyond DPC++, Intel is also working on
OneAPI support in OpenMP in both their Fortran and C++ compilers, as any new programming language entails
possibly large porting efforts of legacy code bases. Beyond that, Isaehtends to offer debugging and analysis

tools with OneAPI, including existing solutions such as vTune, Trace Analyzer, and Intel Advisor, but aiso third
party tools such as GDB. Finally, Intel intends to offer migration tools that facilitate smoditihgpafr legacy

codes that do require adaption to e.g. new hardware fedtaresucial aspect, given that the issue of migration

tools is traditionally a difficult one.

4.1.4Summary of main technical characteristic GPUs

TheTable4 summarses the main technical characteristiisGPUs



Intel Xe Vega20 Arcturus CDNA1L.0 Pascal Pascal Volta Volta Ampere Ampere

m 0AM PCle PCle PCle SXM2 PCle SXM2 PCle SXM4
Manufacturing N/A TSMC TSMC TSMC TSMC TSMC TSMC TSMC TSMC
Foundry
Manufacturing/Procel 7 7 7 16 16 12 12 7 7
ss (nm)

“ Planned Launched Launched discontinued discontinued discontinued discontinued Launched Launched
m N/A November 2018  November 2020 April 2016 April 2016 March 2018 March 2018 May 2020 May 2020
m yes yes yes yes yes yes yes yes yes

no no no no no no no no no
any (CC support any (CC support
m e = L b 4 any any with IBM POWER) any with IBM POWER)

(For PCI-e GPU (For PCI-e GPU
Cache coherent link to connect via to connect via
support N/A Not supported Not supported NVLink 1.0 NVLink 1.0 NVLink 2.0 NVLink 2.0 NVLink 3.0 NvLink 3.0
bridge) bridge)

N/A yes N/A yes yes yes yes yes yes

yes yes yes yes yes yes yes yes yes

Tensor core support N/A no no no no yes yes yes yes

m 5.0 4.0 4.0 3.0 3.0 3.0 3.0 4.0 4.0

Propriatery inter
nks per Xe KGMI (IF2) KGMI (IF2) NVLink 1.0 NVLink 1.0 NVLink 2.0 NVLink 2.0 NVLlink 3.0 NvLink 3.0
GPU/Accelerator
nter links Support yes yes yes yes yes yes yes yes yes
Link Speed (U
(GB/s) N/A 46 46 20 20 25 25 50 50

BW interco (GB/s)
ph N/A 184 276

“ N/A 3840 (60 CUs) 7680 (120 CUs) 3584 3584 5120 5120 6912 6912
Not Supported Not Supported Not Supported Not supported Not supported 640 640 432 432

Multi-instances
GPUs /Accelerator WA N/A N/A Not supported Not supported Not supported Not supported 7 7

HBM or other (GB Supports HBM  up to 32 (HBM2) 32 (HBM2) 16 (HBM) 16 (HBM) 16/ 32 (HBM2) 16/ 32 (HBM2) 40 (HBM2e) 40 (HBM2e)

HBM Aggregate
Theoritical BW N/A 1000 1200 732 732 900 900 1555 1555

(GB/s)
m OneAPI ROCm ROCM cupa Ccuba cuba cuba cuba cuba
P64/32/16 (Tflops)| N/A 6.6/13.3/26.5 11-51’5;421-1 / 4.7/9.3/18.7 5.3/10.6 7.0/14.0/112.0 7.8/157/1250 9.7/195/NA  9.7/19.5/NA

Not Supported / Not Supported /

FPG4/32/16 Terwor NA Not supported Not supperted Mot Supported Mot Supported  NotSupported/  NotSupported /  19.5/156 /312 19.5/ 156/ 312
112 125

Core (Tflops)

INT8/4 (Tflops) N/A Not Supported 184.6 Not supported Not supported 130/ 260 130/ 260 1248 / 2496 1248 / 2496

N/A Not Supported 92.3 Not Supported Not Supported N/A N/A 312 312
TDP(W) N/A 300 300 250 300 250 300 250 400

Peak GFLOP/s /Watt
(FP64 DP) N/A 22.00 38.33 18.8 17.7 28.00 26.00 38.8 24.25

Table4: main technical characteristics of GPUs

N/A means Not Available.



4.2. Other Types of Accelerators
4.2.1EPI Titan

The first generation of the EPI accelerator relying on RISIE called Titan (gen 1). ight support (but not be

limited to) VPU (Vector Processing Unit), STX (Stencil/Tensor AcceleraBél6) and VRP (Variable Precision
accelerator).

EPI dans to design two different accelerators: one is based on-RI@€truction set architecture and the other

one is based on Kalraybés intellectual property (1 P)
will function in automotive comytation.

4.2.2Graphcore IPU

Graphcore is a young Ukased company which has designed a specific chip called IPU (Intelligence Processing
Unit) dedicated to intensiviélL algorithms. The IPU is a fingrained parallel processor designed to deliver high
performance for a wide range of computationally intensive algorithiLinThe IPU design goal was to solve
problems beyond the capabilities of current acceleration actiniés found in most ASICs and GPU#efirst
Graphcore product is theolossusGC2 built upon a 16nm manufacturing process is llustrated inFigurel

[36].

One IPU is built with 1216 interconnected IRil¢s. Each tile has one IPU core tightly coupled with BB In-
ProcesseMemory (SRAM) local to each die to enable the model and the data to reside on the IPU to improve
memorybandwidth and latency. The 1216 tiles are interconnettedigh an 8 TB/sedi e f abri-c (t he
Exchangé ) , whi ch al s o eLonmnrkescot sr utnhnrionugg ha tfi IHeFRbip faliB./Eacht o cr e
IPU core iscapable of supporting 8 threads so one IPU can execute 7296 executions in parallel.

IPU-Tiles™
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Figurel : GraphcorezC2 Intelligent Processor micrarchitecturelfttps://moorinsightsstrategy.com/wp
content/uploads/2020/05/Graphc@eftwareStackBuilt-To-ScaleBy-Moor-InsightsAnd-Strategy?2. pdf)


https://moorinsightsstrategy.com/wp-content/uploads/2020/05/Graphcore-Software-Stack-Built-To-Scale-By-Moor-Insights-And-Strategy-2.pdf
https://moorinsightsstrategy.com/wp-content/uploads/2020/05/Graphcore-Software-Stack-Built-To-Scale-By-Moor-Insights-And-Strategy-2.pdf

The GC2 is delivered in a Gen4 16x RCtard form factor, C2 PGé card. It embeds two GC2 IPU processors

providing 600 MB aggregated HArocesseiMemory, 200 TFlops peak mixed precision FP16.32 IPU compute

with a 315W TDP and an IPU link running at 2.5Tbpke entire system (composed of many#) executes in

2 synchronous phases: computation and communicafipplications that target the IPU are expressed as
computational graphs. Computations are performed at the vertices of the graph, and the results are communicated

to adjacent vertices aaabng to the edges interconnecting the grapiie communication phase is implemented

as a Bulk Synchronous Parallel (BSP) oper-dietSRAM , whi c|
memory to connected til es 6 instractions, sach IPUoresfehtdrestaidedicatett o ¢ o r
tile-level instruction set for communication phases of the BSP mdtelintegrated exchang@mmunication

fabric is designed to support BSP for both data and model parallélisemabled by the graph conhgi &

potentially scaling to thousands of des. An important distinction for the IPU architecture, according to
Graphcore, is the ability to efficiently process sparse data and graphs, which improves performance while reducing

the total memory requirementhe Graphcore software stack is Poplar. Poplar supports users addressing the main
challenges of MLsuch as deep neural networks, providing the capability to optimiseféiaéntly run ML

algorithms as research and development of entirely newgfaeed parallel workloads to run on an IPU
infrastructure.The current ML frameworks supported by the Graphcore software platform are the most popular

ones like TensorFlow, Pytorch, Mxnet, e@raphcore has also taken the next step in management software,
providing containerisation, orchiation, security, and virtualisation. These strategic choices should ease the
adoption as more applications are deployed on the Graphcore platform.

Graphcorenasannouncd their newGC200 processofFigure2) in July 2020 built upon aTSMC 7nm FinFET
manufacturing proces$he GC200 processor features now 1472 independentiléd(+20% compared to the
1tGO2 generation), each IPUle is built on top ofan IPUcorecoupled withf00MB In-ProcesseiMemory(x3
times compared to the previous generatidrf)e new processor is now capable to execute 8832 programs in
parallel The GC200 islelivered in a Gen4 16x P€lcard form factorThe PCle card is as C200 Pl card and
embeds two GC200 IPU processors providit®)@B aggegated IAProcesseMemory, 600TFlops(FP16)peak
performancevith a 425W TDP with alPU link running at ZTbps It can also be provided as an IPU server with
anx86 or Arm host CPU and 8 C200 R€kards (16 GC200) in a 2D ring topology with a Zdf/s card (C200)

to card (C200), providing up toPIFlops (FP16) peak performance. The last form factor is arPI®D providing

up to 32 PFlops (FP16) peak performantee design relies then on the integration of several-Nathine (16

to 32), each one being based on 4x GC200 IPU + 1x IPU GATEWAY providing access to the othadiibe
through 2x 100Gbps links for inteommunication. The IPWachines are all connesd through a 2ETorus
topology.

Figure2: Graphcore GC200 processor microarchitecture

TheTable5 summarses theGraphore accelerato@main technical characteristics.
















































