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In 2005 and 2006, an international panel 
produced a White Paper entitled ‘Scientific 
Case for Advanced Computing in Europe’ that 

argued the case for High-Performance Computing 
(HPC) to support European competitiveness.  The 
document was published by the ‘HPC in Europe 
Taskforce’  in January 2007. The initiative was 
instrumental to the establishment of PRACE – The 
Partnership for Advanced Computing in Europe 
– and the PRACE Research Infrastructure (PRACE-
RI) in April 2010.  This document represents the 
culmination of an initiative by PRACE to create 
an update of the Scientific Case and capture the 
current and expected future needs of the scientific 
communities. It has involved the PRACE Scientific 
Steering Committee (SSC),  leading scientists from 
across all major user disciplines, and has been 
funded through the 1st Implementation Phase of 
PRACE – the PRACE-1IP project.

Five years after the publication of the 
scientific case, the HPC landscape in Europe 
has changed significantly. The PRACE 

Research Infrastructure is providing Tier-0 HPC 
services – large allocations of time on some of 
the most powerful computers in the world – to 
researchers in Europe, a global effort has been 
launched towards achieving exascale HPC  by the 
end of this decade, and the importance of HPC 
in solving the socio-economic challenges and 
maintaining Europe’s competitiveness has become 
even more evident. 

The scope of this report is wide-ranging  
and captures the conclusions of five 
scientific areas, each derived from the work 

of an associated panel of experts. The five panels 
include those in the areas of: Weather, Climatology 
and solid Earth Sciences; Astrophysics, HEP and 
Plasma Physics; Materials Science, Chemistry and 
Nanoscience; Life Sciences and Medicine; and 
Engineering Sciences and Industrial Applications.

The position of HPC has evolved since 2007 
from a technology crucial to the academic 
research community to a point where it 

is acknowledged as central in pursuing ‘Europe’s 
place in a Global Race’.  The extract from the 
communication from the Commission to the 
European Parliament, in the panel, above,  pays 
testimony to this position.

Executive Summary
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Communication  
from the EC 

‘The race for leadership in HPC systems is 
driven both by the need to address societal and 
scientific grand challenges more effectively, such 
as early detection and treatment of diseases 
like Alzheimer’s, deciphering the human brain, 
forecasting climate evolution, or preventing and 
managing large-scale catastrophes, and by the 
needs of industry to innovate in products and 
services.’

‘Industry has a dual role in high-end computing: 
firstly, supplying systems, technologies and 
software services for HPC; and secondly, using 
HPC to innovate in products, processes and 
services. Both are important in making Europe 
more competitive. Especially for SMEs, access to 
HPC, modelling, simulation, product prototyping 
services and consulting is important to remain 
competitive. This Action Plan advocates for a 
dual approach: strengthening both the industrial 
demand and supply of HPC.’

PRACE – The Scientific Case for HPC in Europe
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HPC is currently undergoing a major change as the next generation of computing systems 
(‘exascale systems’) is being developed for 2020. These new systems pose numerous challenges, 
from a 100-fold reduction of energy consumption to the development of programming models 

for computers that host millions of computing elements, while addressing the data challenge presented 
by the storage and integration of both observational  and simulation/modelling data. These challenges 
cannot be met by mere extrapolation but require radical innovation in several computing technologies. 
This offers opportunities to industrial and academic players in the EU to reposition themselves in the field.
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Providing scientists and engineers with ongoing access to 
computers of leadership class must be recognised as an 
essential strategic priority in Europe: there is a compelling 
need for a continued European commitment to exploit  the 
most powerful computers.‘

5
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All of the panels contributing to this report are convinced that the competitiveness of European 
science and industry will be jeopardised if sufficiently capable computers are not made available, 
together with the associated infrastructure and skilled people necessary to maximise their 

exploitation. The panels have listed multiple areas at risk in concluding that access to high-performance 
computers in the exascale range is of the utmost importance. Thus, in aerospace, considerable changes 
in the development processes will lead to a significant reduction in development times while at the same 
time including more and more disciplines in the early design phases to find an overall optimum for the 
aircraft configuration. This will enable the European aircraft industry to keep a leading role in worldwide 
competition, facing both an old challenge, i.e. competing with the USA, and a new, rapidly emerging one – 
keeping an innovation advantage over China. However, while aerospace can afford its own HPC provision, it 
may not have the capability to exploit exascale if similar systems are not available to academia for training 
and software development. In a similar vein, the lack of high-performance computers appropriate for life 
sciences research will displace R&D activities to the USA, China or Japan, putting European leadership in this 
field at risk.

Providing scientists and engineers with ongoing access to computers of leadership class must 
be recognised as an essential strategic priority in Europe: there is a compelling need for a 
continued European commitment to exploit the most powerful computers. Such resources are 

likely to remain extremely expensive and require significant expertise to procure, deploy and utilise 
efficiently; some fields even require research for specialised and optimised hardware.  The panel 
stresses that these resources should continue to be reserved for the most exigent computational tasks 
of high potential value. It is clear that the computational resource pyramid must remain persistent 
and compelling at all levels, including national centres, access and data grids. The active involvement 
of the European Community along with appropriate member states remains critical in maintaining a 
world-leading supercomputer infrastructure in the European ecosystem. Europe must foster excellence 
and cooperation in order to gain the full benefits of exascale computing for science, engineering and 
industry in the European Research Area. 

‘



Key statements

Weather, Climatology and solid Earth Sciences (WCES)

By way of summary, we present below key statements from the 
Commission and from our thematic panels that emphasise the 

essential role of a sustainable top-level infrastructure

“In the last decade, our understanding of Climate 
Change has increased, as has the societal need for 
pull through to advice and policy. However, whilst 
there is great confidence in the fact that climate 
change is happening, there remain uncertainties. 
While there is uncertainty about the levels of 
greenhouse gas emissions and aerosols likely to 
be emitted, there are perhaps more significantly 
uncertainties on the degree of warming and 
the likely impacts. Increasing the capability and 
comprehensiveness of ‘whole Earth system’ models 
that represent in ever-increasing realism and detail, 
scenarios for our future climate is the only way to 
reduce these latter uncertainties.”

“A programme of provision of Leadership-class 
computational resources will make it increasingly 
possible in solid Earth Sciences to address 

the issues of resolution, complexity, duration, 
confidence and certainty. Challenges have 
significant scientific and social implications, playing 
today a central role in natural hazard mitigation, 
treaty verification for nuclear weapons, and 
increased discovery of economically recoverable 
petroleum resources and monitoring of waste 
disposal.”

“There is a fundamental need in Oceanography 
and Marine Forecasting to build and efficiently 
operate the most accurate ocean models. 
Improved understanding of ocean circulation 
and biogeochemistry is critical to assess properly 
climate variability and future climate change and 
related impacts on e.g. ocean acidification, coastal 
sea level, marine life, polar sea-ice cover, etc.”

PRACE – The Scientific Case for HPC in Europe
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‘High-Performance 
Computing (HPC) is  
critical for industries  
that rely on precision and 
speed, such as automotive 
and aviation, and the 
health sector. Access to 
rapid simulations carried 
out by ever-improving 
supercomputers can be 
the difference between 
life and death; between 
new jobs and profits or 
bankruptcy.’

Communication from the 
EC:  ‘High-Performance 

Computing: Europe’s place in 
a Global Race’ COM (2012) 45 

Final. Brussels 15.02.2012



“Computational materials science, chemistry and 
nanoscience is concerned with the complex interplay 
of the myriads of atoms in a solid or a liquid, thereby 
producing a continuous stream of new and unexpected 
phenomena and forms of matter, characterised by an 

extreme range of length, time, energy, entropy 
and entanglement scales. The target of this 
science is to design materials ranging from 
level of a single atom up to the macroscopic 
scale, and unravel phenomena and design 
processes from electronic reaction times 
in the femtosecond range up to geological 

periods. Computational material science, 
chemistry and nanoscience stand in close 

interaction with the neighbouring disciplines of biology 
and medicine, as well as the geo-sciences, and affect 
wide fields of the engineering sciences. A large and 
diverse computational community that views as 
critical assets the conceptualization, development 

and implementation of algorithms and tools for cutting 
edge HPC will achieve this goal. These tools are used to 
great benefit in other communities such as Medicine 
and Life Sciences and Engineering Science and 
Industrial Applications.”	

“The advance from petascale to exascale 
computing will change the paradigm of 
computational materials science and 
chemistry. The move to petascale is broadening 
this paradigm – to an integrated engine that 
determines the pace in a design continuum 
from the discovery of a fundamental 
physical effect, a process, a molecule 
or a material, to materials design, 
systems engineering, processing and 
manufacturing activities, and finally to 
the deployment in technology, where 
multiple scientific disciplines converge. 
Exascale computing will significantly 
accelerate the innovation, availability and 
deployment of advanced materials and 
chemical agents and foster the development 
of new devices. These developments will 
profoundly affect society and the quality of 
life, through new capabilities in dealing 
with the great challenges of 
knowledge and information, 
sustained welfare, clean 
energy, health, etc.”

“Astrophysics, high-energy physics and 
plasma physics have, in recent years, shared 
a dramatic change in the role of theory for 
scientific discovery. In all three fields, new 
experiments become ever more costly, require 
increasingly long time scales and aim at the 
investigation of more and more subtle effects. 
Consequently, theory is faced with two types 
of demands: Precision of theory predictions 
has to be increased to the point that it is 
better than the experimental one. This is a 
most demanding requirement as the latter can 

Astrophysics, High-Energy Physics and Plasma Physics

be expected to increase by further orders of magnitude until 2020.  In parallel, the need to explore model 
spaces of much larger extent than previously investigated also became apparent. For example:

• �In astrophysics determination of the nature of dark energy and dark matter requires a detailed 
comparison of predictions from large classes of cosmological models with data from the new satellites 
and ground based detectors which will be deployed until 2020.

• �In high-energy physics, one of the tasks is to explore many possible extensions of the Standard Model to 
such a degree, that even minute deviations between experimental data and Standard Model predictions 
can serve as smoking guns for a specific realization of New Physics.

• �In plasma physics, one of the tasks is to understand the physics observed at ITER at such a high level 
that substantially more efficient fusion reactors could be reliably designed based on theoretical 
simulations which explore a large range of options.”

Materials Science, Chemistry and Nanoscience

PRACE – The Scientific Case for HPC in Europe
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 “In Life Sciences and Medicine, Eflop/s  capabilities will 
allow the use of more accurate formalisms (more accurate 
energy calculations for example) and enable molecular 
simulation for high-throughput applications (e.g. study 
of larger number of systems). Molecular simulation is a 
key tool for computer-aided drug design. The lack of high 
performance computers appropriate for this research will 
displace R&D activities to the USA, China or Japan, putting 
European leadership in this field at risk. Appropriate 
exascale resources could revolutionize the simulation of 
biomolecules, allowing molecular simulators to decipher 
the atomistic clues to the functioning of living organisms. 
Biomedical Simulation will reduce costs, time to market 
and animal experimentation. In the medium to long term, 
simulation will have a major impact on public health, 
providing insights into the cause of diseases and allowing 
the development of new diagnostic tools and treatments. It is expected that understanding the basic mechanisms of 
cognition, memory, perception etc. will allow the development of completely new forms of energy efficient computation 
and robotics. The potential long-term social and economic impact is immense.”

“While Exaflop machines are essential for specific areas of Life Sciences (e.g. brain simulation), and higher computational 
power will enable significantly increased accuracy for current modelling studies, some extremely important fields in Life 
Science will be mainly limited by throughput and data management.”

Life Sciences and Medicine

“All of us experience the effects of HPC in our day-to-day 
lives, although in many cases we are unaware of that 
impact. We travel in cars and aeroplanes designed 
using modelling and simulation applications run 
on HPC systems so that they are efficient and safe. 
HPC is essential for ensuring that our energy needs 
are met. Finding and recovering fossil fuels require 
engineering analysis that only HPC can deliver. 
Nuclear power generation also relies heavily on HPC 
to ensure that it is safe and reliable. In the coming 
years HPC will have an even greater impact as more 
products and services come to rely on it.”

“The automotive industry is actively pursuing important 
goals that need exaflop computing capability or 
greater. Examples include (i) vehicles that will operate 
for 250,000 kilometres on average without the need 
for repair; this would provide substantial savings for 
automotive companies by enabling the vehicles to 
operate through the end of the typical warranty period 
at minimal cost to the automakers, and (ii) Insurance 
companies require full-body crash analysis that includes 
simulation of soft tissue damage; today’s “crash 
dummies” are inadequate for this purpose.”	

“The impact of computer simulation in aircraft design 
has been significant and continues to grow. Numerical 
simulation allows the development of highly optimized 

designs and reduced development 
risks and costs. Boeing, for example, 
exploited HPC in order to reduce drastically the 
number of real prototypes from 77 physical prototype 
wings for the 757 aircraft, to only 11 prototype wings 
for the 787 “Dreamliner” plane. HPC usage saved the 
company billions of Euros.”

“In addition to the automotive and aeronautics examples 
above, many areas within the engineering sciences – 
waves seismic equation inversion, engine combustion 
(chemical and multiphysics combustion), and turbulence 
demand highly scalable or so called “hero applications” 
to deliver long-term social and economic impact.”

Engineering Science and Industrial Applications



Key Recommendations

LEVEL

The scientific progress that has been 
achieved using HPC since the “Scientific 

Case for Advanced Computing in Europe” was 
published in 2007, the growing range of disciplines 
that now depend on HPC, and the technical challenges 
of exascale architectures make a compelling case for 
continued investment in HPC at the European level. 
Europe should continue to provide a world-leading 
HPC infrastructure to scientists in academia and 
industry, for research that cannot be done any other 
way, through peer review based solely on excellence. 
This infrastructure should also address the need for 
centres to test the maturity of future Exascale codes 
and to validate HPC exascale software ecosystem 
components developed in the EU or elsewhere.

The development of Europe’s HPC 
infrastructure, its operation and 

access mechanisms must be driven by the needs 
of science, industry and society to conduct world-
leading research. This public-sector investment must 
be a source of innovation at the leading edge of 
technology development and this requires user-
centric governance. Leadership and management of 
HPC infrastructure at the Europe level should be a 
partnership between users and providers.

Major experiments depend on HPC 
for analysis and interpretation of 

data, including simulation of models to try to 
match observation to theory, and support research 
programmes extending over 10-20 year timeframes. 
Some applications require access to stable hardware 
and system software for 3-5 years. Data typically 
need to be accessed over long periods and require 
a persistent infrastructure. Investment in new 
software must realise benefits over at least 10 years, 
with the lifetime of major software packages being 
substantially longer. A commitment to Europe-level 
HPC infrastructure over several decades is required 
to provide researchers with a planning horizon of 
10-20 years and a rolling 5-year specific technology 
upgrade roadmap. 

Most applications targeting Tier-0 
machines require some degree of 

rewriting to expose more parallelism and many 
face severe strong-scaling challenges if they are 
effectively to progress to exascale, as is demanded 
by their science goals. There is an on-going need for 
support for software maintenance, tools to manage 
and optimise workflows across the infrastructure, 
and visualisation. Support for the development and 

In pointing to the compelling need for a continued European commitment to exploit 
leadership class computers, the scientific panels have considered the infrastructure 
requirements that must underpin this commitment, and present their considerations 
as part of the review of computational needs. This considers both the vital components 
of the computational infrastructure, and the user support functions that must be 
provided to realize the full benefit of that infrastructure.  This review has led to a set 
of key recommendations deemed vital in shaping the future provision of resources, 
recommendations that are justified in full in the Scientific Case and outlined below

1
The need for HPC 
infrastructure at  
the European level

2 Leadership  
and management 4 Algorithms, 

software and tools

3
A long-term 
committment to 
Europe-level HPC
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maintenance of community code bases is recognised 
as enhancing research productivity and take-up of 
HPC. There is an urgent need for algorithm and 
software development to be able to continue to 
exploit high-end architectures efficiently to meet the 
needs of science, industry and society. 

Most application areas foresee the need 
to run long jobs (for months or years) 

at sustained performances  around 100 Pflop/s to 
generate core data sets and very many shorter jobs 
(for hours or days) at lower performances for pre- and 
post-processing, model searches and uncertainty 
quantification. A major challenge is the end-to-
end management of, and fast access to, large and 
diverse datasets, vertically through the infrastructure 
hierarchy. Most researchers seek more flexibility and 
control over operating modes than they have today 
to meet the growing need for on-demand use with 
guaranteed turnaround times, for computational 
steering and to protect sensitive codes and data. 
Europe-level HPC infrastructure should attach 
equal importance to compute and data, provide 
an integrated environment across Tiers 0 and 1, 
and support efficient end-to-end data movement 
between all levels. Its operation must be increasingly 
responsive to user needs and data security issues.

There is grave concern about HPC skills 
shortages across all research areas and, 

particularly, in industry. The need is for people with 
both domain and computing expertise. The  
problems are both insufficient supply and low 
retention, because of poor career development 
opportunities for those supporting academic research. 
Europe’s long-term competitiveness depends on 
people with skills to exploit its HPC infrastructure. 
It must provide on-going training programmes, to 
keep pace with the rapid evolution of the science, 
methods and technologies, and must put in place 
more attractive career structures for software 
developers to retain their skills in universities and 
associated institutions.

Organisational structure is needed 
to support large long-term research 

programmes, bringing together competences to 
share expertise. This could take the form of virtual 
or physical Thematic Centres which might support 
community codes and data, operate dedicated 
facilities, focus on co-design, or have a cross-cutting 
role in the development and support for algorithms, 
software, or tools. While some existing application 
areas have self-organised in this way, new areas 
such as medicine might achieve more rapid impact 
if encouraged to follow this path. Thematic Centres 
should be established to support large long-term 
research programmes and cross-cutting technologies, 
to preserve and share expertise, to support training, 
and to maintain software and data.

5
Integrated 
environment for 
compute and data

6 People and training

7 Thematic centres
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