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EPiGRAM Project
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STREP project started in Nov 2013  
3 years duration 
Total budget: 3 051 679 € 
Web site: www.epigram-project.eu 
Project partners: 
•  KTH SE (coordinator) 
•  TUW AT 
•  FRAUNHOFER DE 
•  CRAY UK UK 
•  UEDIN UK 
•  UIUC USA 



EPiGRAM = Exascale 
Programming Models

Focus on preparing Message-Passing and 
PGAS programming models for exascale:
–  novel concepts and algorithms in programming 

models with exascale potential. Prototype 
implementations in MPI and GPI-2 (PGAS library 
developed by Fraunhofer).

–  combine Message-Passing and PGAS for enhanced 
interoperability and scalability.

–  follow and support the standardization process of 
MPI and GASPI.
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Motivation - Programming Models for Exascale

•  MPI is the dominant programming system in applications at 
Petascale.

•  MPI is at the base of many novel programming and runtime 
systems for internode communication.

•  Some MPI “limitations”:
–   Collective bottleneck and not optimized to absorb imbalance.
–   MPI RMA (feature we need to use at exascale) not adopted by 

application community.
–   MPI RMA high performance might need enhanced 

synchronization (notified access).
•  PGAS and in particular GPI-2 make RMA easy to be used and 

provide HP RMA synchronization.
•  Both MP and PGAS ready to be tuned for exascale that is coming in 

2020!
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EPiGRAM Integrated Vision
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MPI: 
- Persistent Collectives 
- Neighborhood collectives 

GPI-2 
- Fast RDMA 
- Fault-tolerance 

PGAS-based MPI 

EMPI4RE 
EPiGRAM MPI for 

RESEARCH 

MPI 
endpoints 

GPI-2 
Isolation of library 



EPiGRAM Applications
•  The new concepts and software are tested 

in the communication kernel of two-real 
world applications:
–  iPIC3D for space physics, C++ particle-based 

code, 20,000 LOC
– Nek5000 CFD code, Fortran77 semi-spectral 

code, 70,000 LOC

•  EPiGRAM application forum: set of 12 
applications we present EPiGRAM results 
to in ad-hoc workshops.
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Space Physics
•  It studies of the physical phenomena 

occurring during the interaction of 
solar wind and Earth magnetosphere.

•  Science question: 
–  What is the Aristotele’s Unmoved 

Mover that drives plasma flows in 
space? Magnetic reconnection, 
turbulence?

•  Technological key issue:
–  Can we predict solar storms and 

violent event in space to protect 
our satellites and astronauts in 
space?
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EPiGRAM for Space Physics
•  We analyzed the performance of the 

communication kernel in iPIC3D
•  We redeveloped the communication 

kernel of the iPIC3D code:
–  All non-blocking P2P MPI
–  Use of MPI derived data-types. 
–  Use of GPI-2 mixed with MPI.

•  We developed parallel I/O based on 
MPI I/O.

•  Overall improvement of performance 
à EPiGRAM allowed to carry out first 
realistic large scale particle simulations 
of  magnetospheres.
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% of MPI Time

(62.8%) MPI_Sendrecv_replace
(27.2%) MPI_Allreduce
(9.5%) MPI_Waitany
(0.2%) MPI_Isend
(0.2%) MPI_Comm_dup
(0.1%) MPI_Test
(0.0%) MPI_Irecv
(0.0%) MPI_Comm_free
(0.0%) MPI_Comm_rank
(0.0%) MPI_Comm_size
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EPiGRAM-enabled Simulations
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EPiGRAM enabled-simulations
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Bow shock 

reconnection 

EPIGRAM results 
are/will be used: 
-  in preparation of 

the NASA MMS 
mission to study 
magnetic 
reconnection 

-  ESA Thor 
proposed 
mission to study 
turbulence close 
to bow Shock



Impact of Simulations on Space Missions

•  Simulations are used to have 
the” big picture” as 
spacecraft provides only a set 
of quantities at a given point 
at a certain time.

•  Simulations are used to 
identify possible signatures 
of important intermittent 
phenomena.

•  Simulation of spacecraft 
charging and damage.
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Users and Applications
• users at KTH, Uppsala University, KU 

Leuven, University of Pisa, University of 
Colorado.

• Focus on space physics. In particular:

• magnetic reconnection. Talk on these 
simulations on Thursday at 1.00 PM.

• Kelvin-Helmholtz instability.

• Interaction of solar wind with small 
magnetic dipoles.

• Spacecraft charging.

• Production runs of iPIC3D provided results 
for more than 30 publications in physics in 
the last two years.

agreement with measurements but rely on assumptions that may not be valid for the plasma flows observed
in the solar wind [61]. Kinetic e↵ects that may not be detected by MHD simulations include di↵usion
instabilities, magnetic reconnection, energy damping and electron runaway, all of which play an important
role in the energy transfer between the solar wind and the planetary environment, one of the main concerns
in space weather research. A fully kinetic approach, where the ions and the electrons are transported as
independent particles, is the best solution to attack the shortcomings of MHD simulations. The Particle-in-
Cell technique, where particles are transported using Newton’s laws and electromagnetic fields are modeled
using a discretization of Maxwell equations on a grid, is a powerful tool, but very CPU-intensive. To study
the global scale interactions presented in this section, it is necessary to use implicit numerical methods on
massively parallel computers.

Di↵erent authors have previously performed simulations of the kinetic phenomena in planetary magne-
tospheres. Omidi et al. [62] performed simulations on a Mercury-size magnetosphere using a hybrid code,
where ions were treated as particles and electrons were considered a fluid. Cai et al. [63] used an explicit
PIC code to perform simulations of a 3D magnetosphere. In the first case, the resolution of the electron
kinetic scales was avoided, and in the second case, the physical parameters used were strong enough to
avoid numerical instabilities of the explicit PIC code. The simulations presented in this section solve the
global interaction at the electron, ion and planetary scales with physical parameters closer to nature. The
preliminary simulations discussed in this section were performed using the resources from the Tier-1 cluster
in the Flemish Supercomputer Center (VSC) and the Curie and Fermi supercomputers from the PRACE
infrastructure. Computations were performed using 512 to 4096 processors. Thanks to a new PRACE grant,
we are planning to perform in the near future simulations using up to 100000 cores.

The numerical experiment shown in Fig. 9 is composed of a two-dimensional domain discretized with a
cartesian grid with a spatial resolution of�x = �y = 0.06325d

i

. The total length of the box is L
x

= 64.768d
i

in the x direction and L

y

= 36.432d
i

in the y direction. A total of N = 1024⇥576 = 589824 cells were used,
each one of which contained 50 particles at the initialization of the simulations, for a total of N

p

= 29491200
particles.

(a) Simulation domain with magnetic field lines. (b) Zoom on the near-planet environment and magnetic field
lines in the magnetosphere.

Figure 9: Electron concentration for the solar wind - magnetosphere simulation and magnetic field lines.
Distance scales are given in ion inertial lengths d

i

.

A particle-absorbing sphere is located at (x
c

, y

c

) = (L
y

/2, L
y

/2), and a dipolar magnetic field is imposed
at the same location. This field is superimposed on a southward Interplanetary Magnetic Field (IMF) of a
strength of BIMF ⇡ 100 nT.

At each iteration, particles reaching the right boundary are eliminated from the simulation (outflow
condition), and in the remaining boundaries new particles are injected with a drift velocity in the x direction
(inflow condition) using a Maxwellian distribution.

Boundary fields are fixed so as to impose a southward IMF and a consistent solar wind velocity of
V

sw

/c = 0.015, where c is the light speed. Di↵erent thermal velocities are imposed in the ions and electrons
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Current Work
•  The iPIC3D code has been coupled to other codes 

within the SWMF framework 
http://csem.engin.umich.edu/tools/swmf/ to allow 
for large scale simulation in realistic set-up 
(coupling with inner magnetosphere/ionosphere).

•  Simulation of Earth’s magnetosphere requires 
multi-physics simulations.

•  The code coupling is via Message-Passing.
•  Studying best strategies for allocating and 

scheduling resources for the  multi-physics 
framework.
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Conclusions
•  EPIGRAM focuses on MPI + PGAS for 

exascale:
–  Improve MP and PGAS.
–  Combine their best features.
–  Prepare a PGAS-based MPI.

•  Impact on space physics applications
–  We improved iPIC3D by redesigning its 

communication kernel and I/O
–  We carried out large-scale simulation to support 

science of space mission
–  Focus on coupling scheduling for different codes in 

the same framework by Message Passing.
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