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Executive Summary 
The Work Package 7 ‘Application Enabling and Support’ provides applications enabling 
services for HPC applications codes that are important for European academic and/or industrial 
researchers to ensure that these applications can effectively exploit current and future PRACE 
systems. Applications are selected for enabling via the PRACE Preparatory Access (PA) or the 
SHAPE programme. In addition to this enabling work on existing systems, the Work Package 
progresses the technical work needed to ensure that key applications are able to use future 
PRACE and EuroHPC (Pre-) Exascale systems, and investigates the tools and techniques 
needed to exploit such Exascale systems. Contribution to the development of numerical 
libraries for heterogeneous/hybrid architectures, and adoption of such libraries in community 
codes is a new goal in PRACE-5IP. Beyond directly working on improving applications and 
libraries, one of the main objectives of the Work Package is to support European HPC research 
communities through the provision of Best Practice Guides, benchmarks, and technical results 
in White Papers. 

The successful series of Best Practice Guides has been already initiated in PRACE-1IP and has 
been continuously extended since then: PRACE-1IP provided four Best Practice Guides for 
PRACE Tier-0 systems (JUGENE, Curie, Cray XE and IBM Power) that cover programming 
techniques, compilers, tools and libraries (cf. [8]). PRACE-2IP added a generic guide about the 
x86 architecture and a Best Practice Guide for the SuperMUC system, together with a series of 
seven Best Practice Mini-Guides for other architectures which are important at Tier-1 to allow 
European researchers to make efficient use of these systems (cf. [9]). PRACE-3IP 
supplemented these with Best Practice Guides about Intel Xeon Phi, Blue Gene/Q and IBM 
Power 775 and provided updates of the Curie and the Cray XE guide, which was renamed into 
Cray XE/XC. PRACE-4IP Task 7.3.B added new guides about Knights Landing and 
Haswell/Broadwell and provided updates of the Intel® Xeon Phi™ and the GPGPU Best 
Practice Guides. Finally, PRACE-5IP Task 7.3B added six new Best Practice Guides about the 
processors AMD EPYC and ARM64, Deep Learning in HPC, HPC for Data Science on the 
Cray Urika, Modern Interconnects and Parallel I/O. 

Topics for these Best Practice Guides include: a short description of the processor architecture, 
optimal porting of applications (e.g., choice of numerical libraries and compiler options); 
architecture specific optimisation and scaling techniques; optimal system environment (e.g., 
tuneable system parameters, job placement and optimised system libraries); debugging tools, 
performance analysis tools and programming environment. 

This report describes the process which led to the Best Practice Guides and the structure of the 
guides. For the Best Practice Guides itself we refer to the online versions on the PRACE RI 
web site [1] (cf. [2], [3], [4], [5], [6], [7]). 
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1 Introduction 

Efficient use of PRACE systems requires detailed knowledge of architecture specific factors 
influencing performance, compilers, tools and libraries. The main goal of this task is to 
investigate such issues, collect best practices on how to achieve good performance on the 
systems, and disseminate this knowledge to users. 

The purpose of this report is to give a description of the process which led to the Best Practice 
Guides and present the structure of the guides. 

In Section 2 we describe the selection of the topics of the Best Practice Guides, the subtasks, 
the technology used for creating the Best Practice Guides, and finally, the generic table of 
contents. 

According to the DoA, this deliverable D7.4 “Best Practice Guides for New and Emerging 
Architectures” should report on the final versions of Best Practice Guides, covering process and 
structure. As in the past, because of the total size of the Best Practice Guides, we decided not 
to include them as separate chapters in this report but to refer to the online versions on the 
PRACE RI web site [1] instead (cf. [2], [3], [4], [5], [6], [7]). Section 3 thus only gives an 
executive summary of the contents of the guides. 

The target audience are users and support staff who are developing and enabling applications. 

2 Approach to Best Practice Guides 

2.1 Selection of Topics 

In the DoA we announced to maintain and extend the successful series of Best Practice Guides 
to new architectures/systems and mentioned likely topics of technical interest: new processors 
(Intel Skylake, ARM64), new accelerators (NVIDIA Pascal) and new interconnect technology 
(OmniPath). 

When PRACE-5IP started in February 2017 we considered recent trends in HPC/AI technology 
to select the topics of the Best Practice Guides to be written. Since in PRACE-4IP the major 
focus was on Intel processors (Knights Corner, Knights Landing, Haswell/Broadwell), in 
PRACE-5IP we wanted to concentrate on new technologies from different vendors like ARM 
and AMD. Instead of updating the GPGPU Best Practice Guide once again, we decided to cover 
Deep Learning in HPC as a hot new topic and include also information about recent GPU 
technologies in this guide. 

Finally, considering also experiences in other tasks of the Work Package, the following topics 
have been selected: 

• AMD EPYC 
• ARM64 
• Deep Learning in HPC 
• HPC for Data Science on the Cray Urika 
• Modern Interconnects 
• Parallel I/O 
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2.2 Editors 

The whole Best Practice Guide activity 7.3.B was led by Volker Weinberg (BADW-LRZ); the 
respective chief editors/sub-activity leaders were: 

• Ole W. Saastad for the AMD EPYC - Best Practice Guide 
• Wim Rijks for the ARM64 - Best Practice Guide 
• Caspar van Leeuwen for the Deep Learning in HPC - Best Practice Guide 
• Terence Sloan for the HPC for Data Science on the Cray Urika - Best Practice Guide 
• Sebastian Lührs for the Modern Interconnects - Best Practice Guide 
• Dominic Sloan-Murphy and Andrew Turner (in the beginning of the project) for the 

Parallel I/O - Best Practice Guide 

2.3 Technology 

We built on the long experience obtained during the corresponding PRACE-1IP, PRACE-2IP, 
PRACE-3IP and PRACE-4IP tasks (cf. [8], [9], [10], [11]). It was decided already in PRACE-
1IP that high quality HTML versions as well as high quality, fully featured PDF versions should 
be created and published. To reach this goal, we use DocBook. DocBook (cf. [12]) is employed 
by a lot of open source projects amongst others by the Linux Documentation Project. The key 
feature is having single (XML) source and multiple fully cross-referenced output formats: 
HTML, PDF and others. To keep track of the source code versions we used the LRZ GitLab 
server, as the PRACE GitLab service was not available yet at the beginning of the project and 
the PRACE SVN server caused many problems in previous PRACE projects.  

To keep track of the status of the Best Practice Guides, Wiki pages for the whole activity and 
subpages for the individual guides have been set up and maintained on the PRACE Wiki, 
including information about status of the individual chapters of the guides, DocBook XML, 
GitLab server access, timetables, generic table of contents, assignment of collaborators to topics 
and previous work within PRACE related to Best Practice Guides. 

Figure 1 shows the Best Practice Guides available on the PRACE RI web site [1] as of January 
2019. Though the milestone for the publication of the Best Practice Guides was in February 
2019, initial versions of four guides have already been published in December 2018 and January 
2019. 
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Figure 1: Best Practice Guides on the PRACE RI web site (as of January 2019). 

2.4 Generic Table of Contents 

As in the past, the following generic table of contents was used as a template if applicable for 
the topic of the Best Practice Guide: 

 1  Introduction 
 2  System Architecture / Configuration  

 2.1  Processor Architecture / MCM Architecture (including caches)  
 2.2  Building Block Architecture (node cards, nodes, drawers, supernodes, racks)  
 2.3  Memory Architecture (including NUMA effects)  
 2.4  (Node) Interconnect (including topology, system specific)  
 2.5  I/O Subsystem Architecture (being system specific and not architecture 

specific!)  
 2.6  Available File Systems  

 2.6.1  Home, Scratch, Long Time Storage  
 2.6.2  Performance of File Systems  

 3  System Access  
 3.1  How to Reach the System (ssh, portals, file transfer, ...) 

 4  Production Environment 
 4.1  Module Environment 
 4.2  Batch System 
 4.3  Accounting 
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 5  Programming Environment / Basic Porting  
 5.1  Available Compilers  

 5.1.1  Compiler Flags  
 5.2  Available (Vendor Optimised) Numerical Libraries  
 5.3  Available MPI Implementations  
 5.4  OpenMP  

 5.4.1  Compiler Flags  
 5.5  Batch System / Job Command Language  

 6  Performance Analysis  
 6.1  Available Performance Analysis Tools 
 6.2  Hints for Interpreting Results. 

 7  Tuning  
 7.1  Advanced / Aggressive Compiler Flags  
 7.2  Single Core Optimisation  
 7.3  Advanced MPI usage  

 7.3.1  Tuning / Environment Variables  
 7.3.2  Mapping Tasks on Node Topology  
 7.3.3  Task Affinity  
 7.3.4  Adapter Affinity  

 7.4  Advanced OpenMP Usage  
 7.4.1  Tuning / Environment Variables  
 7.4.2  Thread Affinity  

 7.5  Hybrid Programming  
 7.5.1  Optimal Tasks / Threads Strategy  

 7.6  Memory Optimisation  
 7.6.1  Memory Affinity (MPI/OpenMP/Hybrid)  
 7.6.2  Memory Allocation (malloc) Tuning  
 7.6.3  Using Huge Pages  

 7.7  I/O Optimisation (Tuning / Scaling of Application I/O) 
 7.8  Advanced Job Command Language (includes defining task topology, affinity, 

etc.)  
 7.9  Possible Kernel Parameter Tuning (probably less relevant to the ‘average’ user 

but possibly relevant for large production runs)  
 8  Debugging  

 8.1  Available Debuggers  
 8.2  Compiler flags  

2.5 Content 

For all guides an inventory of the existing documentation was made that could be used as base 
material for some of the topics mentioned above. Many topics had to be complemented or 
written from scratch. Apart from this, experiences learned during the various enabling or 
benchmark activities in other tasks were added. As an internal quality assurance, T7.3B-internal 
cross-reviews were performed by the editors.   
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3 Best Practice Guides 

The Best Practice Guides itself can be found online on the PRACE RI web site [1] (cf. [2], [3], 
[4], [5], [6], [7]). The following subsections give a short description of the contents of the 
guides. 

3.1 Best Practice Guide – AMD EPYC (cf. [2]) 

 
Figure 2: The AMD EPYC - Best Practice Guide. 
 

This Best Practice Guide provides information about how to use the AMD EPYC processors in 
an HPC environment and describes some experiences with the use of some common tools for 
this processor. The EPYC processors are the latest generation of processors from AMD Inc. 
While not yet significant on the top-500 list, this is likely to change in the future. Information 
about the nature of the NUMA architecture is provided. In addition, some tuning and 
optimisation techniques as well as debugging are covered. 

The guide covers the following tools: compilers, performance libraries, threading libraries 
(OpenMP), message passing libraries (MPI), memory access and allocation libraries, 
debuggers, performance profilers, etc. 

Selected benchmarks comparing compilers and libraries have been performed. Furthermore, 
recommendations and hints about how to use the Intel tools with this processor are presented. 
In contrast to the Intel tools the GNU tools and tools from other independent vendors have full 
support for EPYC. A set of a compilers and development tools have been tested with 
satisfactory results. 
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3.2 Best Practice Guide – ARM64 (cf. [3]) 

 
Figure 3: The ARM64 - Best Practice Guide. 
 

This Best Practice Guide provides information about the ARM64 architecture and the 
programming models that programmers can use in order to achieve good performance with their 
applications on this architecture. 

The guide gives a description of the hardware of the ARM64 processor. It also provides 
information about the programming models and development environment as well as 
information about porting programs. Furthermore, it provides information about tools and 
strategies on how to analyse and improve the performance of applications. 

Finally, the guide contains a description of test and production systems that already exist in 
Europe or are planned in near future. 
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3.3 Best Practice Guide – Deep Learning in HPC (cf. [4]) 

 
Figure 4: The Deep Learning in HPC - Best Practice Guide. 
 

Deep learning is a class of machine learning algorithms that use multiple layers of nonlinear 
processing units for feature extraction and transformation. This allows models to represent 
multiple levels of abstraction from the data, which is a natural approach to many problems, such 
as image, sound, and text analysis.  

Sparked by various inference and prediction challenges on publicly available large datasets and 
by having available open-source frameworks (such as TensorFlow, Caffe and PyTorch), the 
deep learning field has evolved rapidly over the past decade. With more complex neural 
networks and larger input data sets, scalability of deep learning algorithms is an increasingly 
important topic. 

The main aim of this Best Practice Guide is to teach how to perform deep learning at large 
scale. Different algorithms, software frameworks and hardware platforms are discussed, with a 
focus on how these can be employed for large scale distributed deep learning. This should help 
the reader to pick the most suitable framework and hardware platform for a deep learning 
problem, and use it efficiently. 
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3.4 Best Practice Guide – HPC for Data Science on the Cray Urika (cf. [5]) 

 
Figure 5: The HPC for Data Science on the Cray Urika - Best Practice Guide. 
 

This Best Practice Guide provides information about exploiting HPC platforms and techniques 
for Data Science projects.  

The first section covers Spark. This is an open source distributed data analytics platform. It 
provides access to many different data sources and enables parallel computations to be 
distributed across a cluster. This section of the guide describes Resilient Distributed Datasets, 
the concept at the heart of Spark. It also describes the architecture of Spark, its libraries and 
how to run Spark on a cluster.  

The second section covers the Cray Urika GX system. The Cray Urika GX is an HPC platform 
dedicated to highly interactive and iterative data analytics that require supercomputer levels of 
computing performance. This chapter describes the production and programming environment 
on the platform. This environment includes Spark, Hadoop, R and graph databases. The 
chapter’s contents are based on the Urika GX system hosted by EPCC and Cray on behalf of 
the Alan Turing Institute in the UK. 
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3.5 Best Practice Guide – Modern Interconnects (cf. [6]) 

 
Figure 6: The Modern Interconnects - Best Practice Guide. 
 

Having a high bandwidth and low latency interconnect usually makes the main difference 
between computers which are connected via a regular low bandwidth, high latency network and 
a so called supercomputer or HPC system. Different interconnect types are available, either by 
individual vendors for their specific HPC setup or in form of a separate product, to be used in 
a variety of different systems. For the user of such a system the interconnect is often used as a 
black box. 

This Best Practice Guide gives an overview about the most common types of interconnects in 
the current generation of HPC systems: Omni-Path, InfiniBand, Aries, NVLink, Tofu and 
Ethernet. It describes the key features of each type and introduces the most common types of 
network topologies like fat tree, torus, hypercube and dragonfly. 

The interconnect types within the current generation of PRACE Tier-0 systems are listed and 
the last section gives some hints concerning network benchmarking. 
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3.6 Best Practice Guide – Parallel I/O (cf. [7]) 

 
Figure 7: The Parallel I/O - Best Practice Guide. 
 

This Best Practice Guide provides information about High Performance I/O systems, parallel 
I/O APIs and I/O optimisation techniques. It presents a description of the storage architecture 
and the I/O software stack. 

The guide covers the basic concepts of parallel I/O in HPC, including: general parallel I/O 
strategies (e.g. shared files, file per process), parallel file systems, the parallel I/O software 
stack and potential performance bottlenecks. It also describes the major parallel file systems in 
use on HPC systems: Lustre and Spectrum Scale/GPFS, and touches on BeeGFS, a file system 
gaining popularity in HPC. Furthermore, a brief introduction to MPI-IO is given with links to 
further, detailed information along with tips on how to get best performance out of the MPI-IO 
library on parallel file systems. Another chapter describes the file per process model for parallel 
I/O along with performance considerations. The guide also covers the use of high-level libraries 
(HDF5, NetCDF, SIONlib) and considerations for getting best performance. Finally, 
information on how to gather performance data is given. 
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4 Conclusion 

The successful series of Best Practice Guides has been initiated in PRACE-1IP and has been 
continuously extended since then. 

Within PRACE-5IP the following six new Best Practice Guides have been published on the 
PRACE webserver: 

• AMD EPYC 
• ARM64 
• Deep Learning in HPC 
• HPC for Data Science on the Cray Urika 
• Modern Interconnects 
• Parallel I/O 

 

PRACE-6IP will maintain and further extend the series of Best Practice Guides to new 
technologies and systems. Likely future topics of technical interest include new processors or 
GPUs, new memory technologies (MCDRAM, NVRAM), new interconnects, and workflows 
for HPC job processing and data management. A special focus will be put on how to exploit 
future PRACE and EuroHPC (Pre-) Exascale systems. 
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