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Executive Summary 
Task T7.1 “Applications Enabling Services on PRACE Systems” in Work Package 7 (WP7) of 
PRACE-5IP aims to provide HPC enabling support for the applications of European researchers 
and small and medium enterprises to ensure the applications can effectively exploit the various 
PRACE HPC systems. Task T7.1 within PRACE-5IP is an ongoing activity which was already 
established and described in deliverables of former PRACE-IP projects. There were two activities 
in T7.1: 

T7.1.A Preparatory Access: 

This activity provides code enabling and optimisation to European researchers as well as industrial 
projects to make their applications ready for Tier-0 systems. Projects can continuously apply for 
such services via the Preparatory Access Calls Type C (PA Type C) and Type D (PA Type D) with 
a cut-off every three months for evaluation of the proposals. PA Type C provides support and 
access to a PRACE Tier-0 system while PA Type D provides support and access to a PRACE Tier-
1 system to finally reach Tier-0 scalability. In total nine Preparatory Access cut-offs have been 
carried out in PRACE-5IP and 17 projects received support within the context of the project. 

Beside the statistical overview about the cut-offs and all supported PRACE PA Type C and Type 
D projects, the report focuses on the optimisation work and results gained by the completed projects 
in PRACE-5IP. In total eight PA projects have finished their work since the last deliverable D7.1 
[2] and are reported within this deliverable. 

T7.1.B SHAPE: 

This activity has continued the support for SHAPE (the SME HPC Adoption Programme in 
Europe) into the final year of the PRACE-5IP project. SHAPE aims to raise awareness and provide 
European SMEs with the expertise necessary to take advantage of the innovation possibilities 
created by High-Performance Computing (HPC), thus increasing their competitiveness. Through a 
series of regular calls, successful applicants to the SHAPE programme get support effort from a 
PRACE HPC expert and access to machine time at a PRACE centre. In collaboration with the 
SME, the PRACE partner helps them try out their ideas for utilising HPC to enhance their business. 

In this document we report on the current status of each of the SHAPE projects as well as giving a 
summary of the proposals we have received. In order to evaluate the effectiveness of the SHAPE 
programme in terms of the SMEs’ ongoing engagement with HPC, we have developed surveys 
which asks projects which finished around a year ago to report against key performance indicators 
described in section 3.3. For each project there is a survey both for the SME and for their PRACE 
partner. These surveys replace the more open-ended form which was distributed and reported on 
in last year’s report (PRACE-5IP D7.1 [2]) and were distributed to SMEs and PRACE partners 
from the 5th and 6th SHAPE calls and fully responded to by them. Due to the binary nature of the 
questions and restrictions put on responses (e.g. forcing numerical answers where appropriate), this 
has produced more quantifiable information than in previous years. This is presented in more detail 
in section 3.3. Reports are also given for the currently active and recently finished projects from 
the 6th, 7th and 8th calls  
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As can be seen, SHAPE participants have reported many positive outcomes following taking part 
in the programme, including: 

• Tangible measurements of the Return on Investment (ROI); 
• Increasing HPC skills and HPC awareness of staff; 
• Increasing sales and new business; lower costs; 
• Continued HPC Access via in-house HPC systems or from other providers; 
• Integration into the HPC ecosystem; 
• Planned future engagement with other national and European industry programmes. 
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1 Introduction 

PRACE offers a wide range of different Tier-0 and Tier-1 HPC architectures to the scientific 
community as well as to industrial innovative projects. The efficient usage of such systems places 
high demands on the used software packages and in many cases advanced optimisation work has 
to be applied to the code to make efficient use of the provided supercomputers. The complexity of 
supercomputers requires a high level of experience and advanced knowledge of different concepts 
regarding programming techniques, parallelization strategies, etc. Such demands often cannot be 
met by the applicants themselves and thus special assistance by supercomputing experts is 
essential.  

PRACE offers such a service through the Preparatory Access Calls. PA Type C and PA Type D 
are managed by Task 7.1.A. This includes the evaluation of the PA proposals as well as the 
assignment of PRACE experts to these proposals. Furthermore, the support itself is provided and 
monitored within this task. Section 2 gives a more detailed description of PA and some facts on 
the usage of PA Type C and PA Type D in PRACE-5IP are listed in 2.1. The review process, the 
assignment of PRACE experts to the projects and the monitoring of the support work are detailed 
in Section 2.2, Section 2.3 and Section 2.4 respectively. The contents of Sections 2.2 - 2.4 can 
already be found in deliverable D7.1 of PRACE-5IP [2]. They are repeated here for completeness 
and the benefit of the reader. Section 2.5 describes the relation and hand over between the PRACE-
5IP and the upcoming PRACE-6IP project regarding PA. Section 2.6 gives an overview about the 
Preparatory Access projects covered in PRACE-5IP, which were not reported in former 
deliverables. The dissemination of the PA call is described in Section 2.7. Finally, the work done 
within the projects along with the outcome of the optimisation work is presented in Sections 2.8 - 
2.12. 

The second part of this deliverable is the report on the SME HPC Adoption Programme in Europe 
(SHAPE), which is a pan-European programme to support the adoption of High Performance 
Computing (HPC) by European small to medium-size enterprises (SMEs). It was developed by 
PRACE under its PRACE-3IP European Union funded project and has continued under PRACE-
4IP and PRACE-5IP. 

The SHAPE programme, presented in the PRACE-3IP Deliverable 5.2 [3] aims to equip European 
SMEs with the awareness and expertise necessary to take advantage of the innovation possibilities 
opened by HPC, increasing their competitiveness. The mission of the Programme is to help 
European SMEs to demonstrate a tangible Return on Investment (ROI) from assessing and 
adopting solutions supported by HPC, thus facilitating innovation and/or increased operational 
efficiency in their businesses. 

The initial SHAPE pilot [4] [5] was launched in 2013 and helped ten SMEs to adopt HPC, with a 
follow-up exercise to gauge the business impact for the SMEs showing in almost all the cases that 
the pilot had been of real value to the SMEs, with tangible measures of the ROI for the SHAPE 
work [6]. Following this pilot, the PRACE Council decided to operate the SHAPE programme as 
a permanent service. An overview of the SHAPE programme is provided in section 3.1 and a 
summary of the status of the current projects is in section 3.2. 
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Following on from the pilot call, the SHAPE second call was launched November 2014 and closed 
in January 2015, and eleven SMEs were approved to receive assistance from SHAPE; the third call 
for SHAPE was launched in November 2015, closing in January 2016, with eight projects 
eventually approved. Then the calls moved to shorter intervals, with the fourth, fifth, sixth, seventh 
and eighth calls running June-September 2016 (four applications approved), April-June 2017 (six 
approved), and October-December 2017 (two approved), April-June 2018 (three approved), and 
October-December 2018 (one approved) respectively. The ninth call is due to open in April 2019 
running to May 2019. 

In section 3.3 the above-mentioned survey results for projects finishing around a year ago (fourth 
and fifth calls) are given with a report for each project followed by an overview of the results for 
all projects. 

Summaries of the progress of the other ongoing or recently finished projects are in section 0 (sixth, 
seventh and eighth calls). Section 3.5 summarises the ninth call to be opened shortly and section 
3.6 looks at the plans and recommendations for SHAPE going forward. 

The deliverable closes with a summary in section 4 highlighting the outcomes of Task 7.1.A and 
Task 7.1.B. 

2 T7.1.A Preparatory Access 

Access to PRACE Tier-0 systems is managed through PRACE regular calls, which are issued twice 
a year. To apply for Tier-0 resources the application must meet technical criteria concerning scaling 
capability, memory requirements, and runtime set up. There are many important scientific and 
commercial applications that do not meet these criteria today. To support researchers PRACE 
offers the opportunity to test and optimise their applications on the envisaged Tier-0 system prior 
to applying for a regular production project. This is the purpose of the Preparatory Access (PA) 
Call. The PA Call allows for submission of proposals at any time. Depending on the PA scheme, 
the review of these proposals takes place directly after the submission of the proposal (Type A and 
B) or at a fixed date every three months (Type C and D). This procedure is also referred to as cut-
off. It is possible to choose between four different types of access: 

• Type A is meant for code scalability tests, the outcome of which is to be included in the 
proposal in a future PRACE regular call. Users receive a limited number of core hours; the 
allocation period is two months. 

• Type B is intended for code development and optimisation by the user. Users get also a 
small number of core hours; the allocation period is six months. 

• Type C is also designed for code development and optimisation with the core hours and the 
allocation period being the same as for Type B. The important difference is that Type C 
projects receive special assistance by PRACE experts from the PRACE-IP project to 
support the optimisation. As well as access to the Tier-0 systems, the applicants also apply 
for one to six person months (PMs) of supporting work to be performed by PRACE experts. 

• Type D allows PRACE users to start a code adaptation and optimisation process on a 
PRACE Tier-1 system. PRACE experts help in the system selection process. In addition to 
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Tier-1 computing time, the PRACE user will also receive Tier-0 computing time towards 
the end of the project in the form of a PA Type A project to test the scalability 
improvements. The work is supported by PRACE experts similar to Type C. The maximum 
duration of Type D projects is twelve months. 

Task 7.1.A of the PRACE project covers the expert assistance in context of PA Type C and D. PA 
Type A and B projects are directly handled by the different hosting sites without involvement of 
the PRACE project. 

The following Tier-0 systems were available for PA during the reporting period: 

• CURIE, Bull Sequana x1000 at GENCI-CEA, France; 
• HAZEL HEN, Cray XC40 at GCS-HLRS, Germany; 
• JUWELS, Bull Sequana x1000 at GCS-JSC, Germany; 
• MARCONI, Lenovo NextScale at CINECA, Italy; 
• MARENOSTRUM, Lenovo SD530 at BSC, Spain; 
• PIZ DAINT, Cray XC30 System at CSCS, Switzerland (only Type A and B); 
• SUPERMUC NG, Lenovo ThinkSystem at GCS-LRZ, Germany. 

For the Type D access scheme the following Tier-1 systems were available during the reporting 
period: 

• ABEL, MEGWARE MiriQuid at UiO, Norway; 
• ARCHER, Cray XC30 at EPCC, United Kingdom; 
• ARIS, Lenovo NextScale at GRNET, Greece; 
• BEM, Haswell based Cluster at WCSS, Poland; 
• BESKOW, Cray XC40 at KTH-PDC, Sweden; 
• CARTESIUS, Bull Bullx B720/B710 at SURFsara, Netherlands; 
• CY-TERA, IBM System X iDataplex at CaSToRC, Cyprus; 
• EAGLE, Haswell based Cluster at PSNC, Poland; 
• GALILEO, Lenovo NextScale , at CINECA, Italy; 
• SALOMON, SGI ICE-X at VSB-TUO at IT4I, Czech Republic; 
• SISU, Cray XC40 at CSC, Finland. 

2.1 Cut-off statistics 

Since the last PRACE-5IP deliverable D7.1 [2] between April 2018 and April 2019, four cut-offs 
for PA took place resulting in seven new projects so far. In total, seventeen projects were supported 
by PRACE-5IP T7.1.A. Three of those projects were already reported in the last deliverable D7.1. 
Another eight projects were finalized within the current reporting period and will be covered by 
this deliverable. All remaining projects are ongoing and will be reported in an upcoming PRACE-
6IP deliverable. 

In the June 2018 cut-off, one new PA Type D and one PA Type C project were accepted. Two 
other Type D projects were rejected, because either the proposals didn’t fit into the scope of the 
preparatory access call or no available PRACE expert could be found during the review phase. In 
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September 2018, one PA Type D and two PA Type C were accepted. Again another Type C 
proposal was rejected as no expert could be found. In December 2018, two Type D proposals were 
accepted. One of the proposals was created in context of a collaboration between PRACE and the 
EaP Connect initiative [7]. Another Type C proposal was rejected due to a lack of available PRACE 
experts.  

PRACE offered the proposals, which were rejected for Type C due to unavailable support 
resources, the opportunity to directly reapply for a Type B project. In addition the PIs of these 
projects were also informed about the POP Centre of Excellence [9], which provides performance 
evaluation audits to help the PIs to finally adapt their applications for Tier-0 systems. 

The March 2019 cut-off is currently ongoing. Here one new PA Type C proposal is currently 
reviewed. 

 
Figure 1: Number of proposals for PA type C and type D per cut-off. 

Figure 1 presents the number of proposals that have been accepted or rejected, respectively for 
each cut-off. In total, seven out of eleven proposals were accepted during the reporting period 
beginning in April 2018 until the cut-off in March 2019. 
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Figure 2: Amount of PMs assigned to PA projects per cut-off. 

Figure 2 gives an overview of the number of PMs from the PRACE project assigned to the projects 
per cut-off. In total sixty-one PMs were made available to these projects within the context of 
PRACE-5IP. In the September 2018 and December 2018 cut-off, long running projects, which have 
an overlap with the next IP project phase were planned to already receive resources in context of 
PRACE-6IP. 

Finally, Figure 3 provides an overview of the scientific fields, which are covered by the supported 
projects in PRACE-5IP.  

 
Figure 3: Number of projects per scientific field. 
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2.2 Review Process 

The organisation of the review procedure, the assignment of PRACE collaborators and the 
supervision of the PA Type C and D projects are managed by task 7.1.A. In this section, the review 
process for the preparatory access proposals of Type C and Type D is explained. 

All preparatory access proposals undergo a technical review performed by technical staff of the 
hosting sites to ensure that the underlying codes are in principle able to run on the requested system. 
For PA C projects, the technical review starts directly after the cut-off. For PA D projects, the 
technical review is done after the Tier-1 system is finally selected. 

In parallel, all projects are additionally reviewed by WP7 staff in order to assess their optimisation 
requests. Each proposal is assigned to two WP7 reviewers. The review is performed by PRACE 
partners who all have a strong background in supercomputing. The task leader has the 
responsibility to contact them to launch the review process. As the procedure of reviewing 
proposals and establishing the collaboration of submitted projects and PRACE experts takes place 
only four times a year, it is necessary to keep the review process swift and efficient. A close 
collaboration between PRACE aisbl, T7.1.A and the hosting sites is important in this context. The 
process for both the technical and the WP7 review is limited to six weeks. In close collaboration 
with PRACE aisbl and the hosting sites, the whole procedure from PA cut-off to project start on 
PRACE supercomputing systems is completed in less than six weeks as well. Due to different 
availabilities the PI as well as the PRACE expert can change the final start date if necessary. 

Based on the proposals the Type C and Type D reviewers need to focus on the following aspects: 

• Does the project require support for achieving production runs on the chosen architecture? 
• Are the performance problems and their underlying reasons well understood by the 

applicant? 
• Is the amount of support requested reasonable for the proposed goals? 
• Will the code optimisation be useful to a broader community, and is it possible to integrate 

the achieved results during the project in the main release of the code(s)? 
• Will there be restrictions in disseminating the results achieved during the project? 

For Type D, the reviewer should also make suggestions for the Tier-1 selection process. The 7.1.A 
task leader finally selects the Type D Tier-1 computing site based on the suggestions of the PI, the 
potential PRACE collaborator, the reviewers and the computing site availability. 

In addition to the WP7 reviews, the task leader evaluates whether the level and type of support 
requested is still available within PRACE. Finally, the recommendation from WP7 to accept or 
reject the proposal is made. 

The outcome is communicated to the applicant through PRACE aisbl. Here also the PRACE Board 
of Directors is informed. Approved proposals receive the contact data of the assigned PRACE 
collaborators, rejected projects are provided with further advice on how to address the 
shortcomings. 
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2.3 Assigning of PRACE collaborators 

To ensure the success of the projects it is essential to assign suitable experts from the PRACE 
project. Based on the described optimization issues and support requests from the proposal experts 
are thus chosen who are most familiar with the subject matter. 

This is done in two steps: first, summaries of the proposals describing the main optimization issues 
are distributed via corresponding mailing lists. Here, personal data is explicitly removed from the 
reports to maintain the anonymity of the applicants. Interested experts can get in touch with the 
task leader offering to work on one or more projects. 

There is one exception to the procedure when a proposal has a close connection to a PRACE site 
which has already worked on the code: In this case this site is asked first if they are able to extend 
the collaboration in the context of the new PA Type C or PA Type D project. 

Should the response not be sufficient to cover the support requirements of the projects, the task 
leader contacts the experts directly and asks them to contribute. Within PRACE-5IP as shown in 
section 2.1 it wasn’t possible in all cases to find an available PRACE expert (due to missing PMs 
or too specific requirements). In such a case the project is rejected for Type C or Type D. Usually 
PRACE offers the applicant a Type B access instead and it is also tried to point out other alternative 
options like the POP Centre of Excellence [9]. 

The assignment of PRACE experts takes place concurrently to the review process so that the entire 
review can be completed within six weeks. This has proven itself to be a suitable approach, as the 
resulting overhead is negligible. 

As soon as the review process is finished, the support experts are introduced to the PIs and can start 
the work on the projects. The role of the PRACE collaborator includes the following tasks:  

• Formulating a detailed work plan together with the applicant; 
• Participating in the optimization work; 
• Reporting the status in the task 7.1A phone conference every second month; 
• Participating in the writing of the final report together with the PI (the PI has the main 

responsibility for this report), due at project end and requested by the PRACE office; 
• Writing a white paper containing the results, which is published on the PRACE web site 

[1]. 

2.4 Monitoring of projects 

Task 7.1.A includes the supervision of the Type C and Type D projects. This is challenging as the 
projects’ durations (six months for PA Type C and twelve months for PA Type D) and the intervals 
of the cut-offs (three months) are not synchronised. Due to this, projects do not necessarily start 
and end at the same time but overlap, i.e. at each point in time different projects might be in 
different phases. To solve this problem, a phone conference and regular status updates take place 
in task 7.1.A every two months to discuss the status of running projects, to advise on how to proceed 
with new projects and to manage the finalization and reporting of finished projects. In addition the 
task leader monitors all relevant project deadlines to inform the PRACE experts concerning 
reporting periods. 
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In addition, the T7.1.A task leader gives a status overview in a monthly WP7 conference call to 
address all PRACE collaborators who are involved in these projects. 

The T7.1.A task leader is also available to address urgent problems and additional phone 
conferences are held in such cases. 

Twice a year, a WP7 face-to-face meeting is scheduled. This meeting gives all involved 
collaborators the opportunity to discuss the status of the projects and to exchange their experience. 
Also project results are presented within these meetings. 

2.5 Hand-over between the different PRACE IP projects 

The support for Preparatory Access projects has been and is part of all PRACE projects (PRACE-
1IP, -2IP, -3IP, -4IP, -5IP, -6IP). For the hand-over between the PRACE-5IP and PRACE-6IP 
project, the task decided to treat the projects in the following way: 

All projects with an overlap into PRACE-6IP will be taken over by the end of April 2019. As 
shown in Figure 2, PRACE-6IP PMs were already foreseen for parts of these projects. One project 
of the December 2018 cut-off (PA4774) and all projects from the currently running March 2019 
cut-off will be fully handled in context of PRACE-6IP. 

 
Figure 4: Timeline of the PA projects. 

The timeline of these projects is shown in the chart in Figure 4. The chart shows the time span of 
each project. Projects, which were supported by PRACE-4IP are shown in green. The projects 
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which received support by PRACE-5IP are shown in red and PRACE-6IP projects are shown in 
purple. 

The slightly different starting dates of the projects per cut-off are the result from the decisions made 
by the hosting members, the PI and the PRACE expert, which determine the exact start of each 
individual project. 

Unforeseen problems, like major technical issues or changes in staff, allow to extend a PA project 
in time. This extension must be accepted by all involved partners: PRACE aisbl, the hosting site, 
the PI, the PRACE expert and the T7.1.A task leader. Such an extension only provides a longer 
project runtime, no additional PMs or core hours are provided. 

2.6 PRACE Preparatory Access projects covered by this report 

Projects completed before March 2018 were already reported in previous deliverables. This 
report will cover eight projects which were finalized in between March 2018 and March 2019. 
Table 1 lists the corresponding projects.  

Table 1: Projects, which are reported in this deliverable. 

Cut-off March 2017 

Title Extending the scalability and parallelization of 
SEDITRANS code 

Type D 

Project leader Guillermo Oyarzun 

PRACE expert Ricard Borrell 

PRACE facility CARTESIUS, PIZ-DAINT 

PA number 2010PA3748 

Project's start 15-May-2017 

Project's end 14-May-2018 

Title Automation of high fidelity CFD analysis for aircraft 
design and optimization 

Type D 

Project leader Mengmeng Zhang 

PRACE expert Lilit Axner, Jing Gong 

PRACE facility ARCHER, BESKOW 

PA number 2010PA3735 

Project's start 01-June-2017 

Project's end 31-May-2018 
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Cut-off March 2017 

Title Radiative Transfer Forward Modelling of Solar 
Observations with ALMA 

Type D 

Project leader Sven Wedemeyer 

PRACE expert Marcin Krotkiewski 

PRACE facility ABEL 

PA number 2010PA3776 

Project's start 01-July-2017 

Project's end 30-June-2018 
 

Cut-off June 2017 

Title High-precision nonadiabatic rotational states of 
hydrogen molecule 

Type D 

Project leader Jacek Komasa 

PRACE expert Piotr Kopta, Miroslaw Kupczyk 

PRACE facility EAGLE 

PA number 2010PA3954 

Project's start 01-November-2017 

Project's end 31-October-2018 
 

Cut-off September 2017 

Title Automatic generation and optimization of meshes for 
industrial CFD 

Type D 

Project leader Johan Hoffman 

PRACE expert Jing Gong 

PRACE facility ARCHER, BESKOW 

PA number 2010PA4037 

Project's start 01-November-2017 

Project's end 31-October-2018 

Title Optimisation of EC-Earth 3.2 model 

Type C 
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Cut-off September 2017 

Project leader Virginie Guemas 

PRACE expert Kim Serradell 

PRACE facility MARENOSTRUM 

PA number 2010PA4064 

Project's start 18-October-2017 

Project's end 17-April-2018 
 

Cut-off December 2017 

Title Optimization and scalability of the tmLQCD package 
for production of gauge configurations at the physical 
pion point 

Type C 

Project leader Silvano Simula 

PRACE expert Giorgio Amati 

PRACE facility MARCONI-KNL 

PA number 2010PA4147 

Project's start 01-January-2018 

Project's end 31-October-2018 
 

Cut-off June 2018 

Title Validation and performance assessment of pipelined 
CG methods 

Type C 

Project leader Ricard Borrell 

PRACE expert Jerry Eriksson 

PRACE facility MARENOSTRUM 

PA number 2010PA4506 

Project's start 15-July-2018 

Project's end 14-March-2019 

 

All remaining projects have to be reported in the next deliverable, as those projects are still ongoing 
or were not completely finalized so far. Table 2 lists the corresponding projects. 
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Table 2: Currently running PA projects. 

Cut-off March 2017 

Title Validation and performance assessment of pipelined 
CG methods 

Type D 

Project leader Menno Genseberger 

PRACE expert Maxime Mogé, Martijn Russcher, Andrew Emerson 

PRACE facility CARTESIUS, MARCONI 

PA number 2010PA3775 

Project's start 01-July-2017 

Project's end 30-March-2019 
 

Cut-off June 2018 

Title BiqBin solver 

Type D 

Project leader Janez Povh 

PRACE expert Anastasia Shamakina 

PRACE facility SALOMON 

PA number 2010PA4347 

Project's start 01-September-2018 

Project's end 31-August-2019 
 

Cut-off September2018 

Title HOVE2 Higher-Order finite-Volume unstructured code 
Enhancement for compressible turbulent flows 

Type C 

Project leader Panagiotis Tsoutsanis 

PRACE expert Anastasia Shamakina 

PRACE facility HAZEL HEN 

PA number 2010PA4528 

Project's start 01-January-2019 

Project's end 30-June-2019 

Title HPC Performance improvements for OpenFOAM 
linear solvers 
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Cut-off September2018 

Type C 

Project leader Mark Olesen 

PRACE expert Ivan Spisso 

PRACE facility MARCONI-KNL 

PA number 2010PA4548 

Project's start 01-November-2018 

Project's end 30-April-2019 

Title HPC-MetaShot: a multi-node implementation for 
metagenomics analysis 

Type D 

Project leader Giovanni Chillemi 

PRACE expert Tiziana Castriganò 

PRACE facility GALILEO 

PA number 2010PA4547 

Project's start 01-January-2019 

Project's end 31-December-2019 
 

Cut-off December 2018 

Title Deep Learning applications for big medical image 
archives: detection of diseases and generation of 
artificial images 

Type D 

Project leader Dzmitry Paulenka 

PRACE expert Damian Podareanu 

PRACE facility CARTESIUS 

PA number 2010PA4773 

Project's start 01-March-2019 

Project's end 29-February-2020 

Title Accelerating a high order accurate CFD solver using 
GPUs 

Type D 

Project leader Marco Kupiainen 

PRACE expert Jing Gong 
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Cut-off December 2018 

PRACE facility CARTESIUS 

PA number 2010PA4774 

Project's start 01-May-2019 

Project's end 30-April-2020 

2.7 Dissemination 

New PA Cut-offs are normally announced on the PRACE website [1]. 

Sites are also asked to distribute an email to their users to advertise preparatory access and 
especially the possibility of the dedicated support. 

Each successfully completed project should be made known to the public and therefore the PRACE 
collaborators are asked to write a white paper about the optimization work carried out. These white 
papers are published on the PRACE web page [8] and are also referenced by this deliverable. 

2.8 Cut-off March 2017 

This section and the following sub-sections describe the optimisations performed on the 
Preparatory Access Projects. The projects are listed in accordance with the cut-off dates in which 
they applied. General information regarding the optimisation work done as well as the achieved 
results are presented here. 

2.8.1 Extending the scalability and parallelization of SEDITRANS code, 2010PA3748 

Overview: 
This project was a WP5 activity part of the Initial Training Network SEDITRANS (GA number: 
607394), implemented within the 7th Framework Programme of the European Commission under 
call FP7-PEOPLE-2013-ITN. SEDITRANS is a research network that consists of six academic and 
four industrial partners within Europe. It focuses on advancing the comprehension of coastal 
processes utilizing high performance computing for the numerical simulation of the three-
dimensional turbulent flow, which is induced in the coastal zone, by wave propagation (oblique to 
the shore), refraction, breaking and dissipation. 

Currently, the parallel code is optimized to be used in medium size clusters by means of a MPI 
parallelization, using typically between 100 and 1024 CPUs for each execution. The aim of this 
project was to extend the parallelization of the code, in order to run it on hybrid architectures such 
as the Tier-0 system PIZ-DAINT. 

GPU parallelization was already tested in some parts of the code, reporting promising results. 
However this strategy had to be analysed when more GPUs are used simultaneously combining the 
distributed memory parallelization using MPI with the stream processing within the GPU. 
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Scalability results: 
For the CARTESIUS Tier-1 system the strong speedup of iterative and direct solvers was tested 
using 100 million cells (Figure 5). First, it is shown that the scalability is improved up to 3.8 times 
for the overall performance of the 2FFT based solver in the new version of the algorithm. Second, 
a preconditioned conjugate gradient (PCG) approach, that include only point-to-point 
communications, scales better than both versions of the 2FFT solvers. 

The last two months of the project were dedicated to run scalability tests on the PRACE Tier-0 
system PIZ-DAINT. Following the same strategy than in CARTESISUS, the performance of the 
CFD code was analysed by measuring the two main parts of the algorithm: explicit operators and 
solvers. 

Figure 6 and Figure 7 show the strong speedup for the explicit parts and in particular for the 
convection diffusion equation engaging up to 512 nodes using meshes of 500 and 1000 million 
cells. The parallel efficiency when using 512 nodes is 62% for the convection diffusion, and 68% 
for the remaining explicit parts. This difference is explained because not all the explicit parts 
require communication episodes. 

 
Figure 5: Strong Speedup solvers for 100 mio. cells on CARTESISUS 
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Figure 6: Strong speedup of two mesh sizes for the 
explicit parts of the code on PIZ-DAINT. 

 
Figure 7: Strong speedup of two mesh sizes for the 
convection diffusion equation on PIZ-DAINT. 

 
Accomplished work: 
The optimization strategy consisted in first fully exploit the intra node resources. 

• Porting the explicit parts of the code to OpenACC in order to have a unified code in which 
switching between platforms can be controlled only by changing compilation flags. The 
discretization operations are mainly based in loops with independent iterations making 
suitable the use of directives for its automatic parallelization. The results obtained for the 
parallelization based on OpenACC were compared with an MPI-only version of the code, 
and with an MPI+OpenMP version of the code. The MPI-only version was taken as a 
reference. The MPI+OpenACC (CPU) version provided nearly the same performance than 
MPI+OpenMP, probing that its use is reasonable for engaging the CPU. On the other hand, 
the MPI+OpenACC (GPU) Version outperforms up to 2.6 times the MPI-only version for 
the convection diffusive operator. Such speedup is increased to up to 4 times if also the rest 
of the explicit parts are considered. 

• The iterative solver utilized in the profiling was the preconditioned conjugate gradient. 
Such solver is based on algebraic operations BLAS-1, which are essentially memory-
bounded operations. The main improvements could be performed in the storage of the 
sparse matrix in order to optimize the SpMV operation, since the remaining operations do 
not have memory re-usage capabilities. The 3D Cartesian grid and the second order 
discretization schemes, used in the simulations, result in a mostly regular sparsity pattern 
of the laplacian matrix. For this reason the ELLPACK format is more suitable in this case. 

Then, the project focused on the inter-node performance with the goal to optimize the parallel 
efficiency of the solver. In this case, the point-to-point communications of the sparse matrix vector 
product can be improved by introducing an overlapping strategy. The idea consisted in hiding parts 
of the communication cost by performing parts of the calculation while the communication is 
executed. This procedure aims at minimizing the impact of the MPI communications that involve 
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data transfers between CPU and GPU. The improvements are shown in Figure 8, and the scaling is 
up to 30% better than without using the overlapping. 

 
Figure 8: Weak speedup of the SpMV when using overlapping for two workloads on CARTESIUS for 3.2 mio. 

cells. 
 

A special solver based on the FFT could be used in cases with two periodic boundary conditions. 
Data transformations and communications are required in order to avoid the complexity costs of 
applying the FFT in parallel. Then, the solver can be divided in 4 steps: 

1. Redistribute initial partition into slices; 
2. Redistribute slices into columns; 
3. Applying back and forward Fourier transform; and 
4. Solve the 1D systems resulting from the Fourier diagonalization. 

Figure 9 shows the time spend for each step in the first naive implementation of the solver engaging 
up to 16 nodes. The column redistribution was a bottleneck in the application that had to be 
optimized. The project performed improvements in the communication pattern that increased the 
cost of the first redistribution into slices, but with a much better scaling of the overall algorithm as 
can be observed in Figure 10. 
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Figure 9: 2FFT based solver in the first implementation for a grid of 100 mio. cells. 

 
Figure 10: 2FFT based solver with the improvements for a mesh of 100 mio. cells 

 

Main results: 
The main effort was to extend the parallelization of the MPI CFD code for using hybrid nodes by 
means of OpenACC. As shown in the scalability overview and the accomplished work the 2FFT 
approach could be significantly improved and allows scaling to up to 512 nodes of the PIZ-DAINT 
system. 

Future work embraces the concept of integrating additional physical models and algorithms that 
currently exist in the MPI-only version of SEDITRANS code. The plan would be to develop a code 
that simulates two-phase flows coupled with sediment transport and morph dynamics. Such 
simulations require a smaller time integration step in order to capture all the physical phenomena. 
Therefore, more intensive simulations are needed. The planned solution consists in developing an 
extension of the current parallelization following an MPI+OpenACC approach. 
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The project also published a white paper, which can be found online under [10]. 

The applicant plans to exploit more resources of the hybrid nodes, and therefore they are very 
interested to apply for other PRACE projects in the future. 

2.8.2 Automation of high fidelity CFD analysis for aircraft design and optimization, 
2010PA3735 

Overview: 
Airinnova AB is a company to develop computational solutions for aerodynamic shape 
optimization, which is an important task in aircraft design. 

The high fidelity CFD (computational fluid dynamics) analysis is a major tool for modern aircraft 
design and optimization, and the computational power is a limiting factor. To carry out the high 
fidelity CFD requires the engineers have special skills in creating the mesh and executing the 
analysis code, which constrain the use of the CFD analysis only to a limited number of people. The 
goal of the project is to help engineers to design the aircraft in a more efficient and simpler way by 
automating the core processes. 

Airinnova has been conducting a SHAPE project in the past in collaboration with the PRACE 
Partner SNIC-KTH. The outcome of the research work has been presented in 7th EASN 
International Conference on Innovation in Aviation & Space in 2017 in Warsaw. In this new 
project, they wanted to follow their previous work and take advantage of the optimization results 
and the existing scripts. They continued to carry out the high fidelity CFD analysis (RANS), with 
emphasizing running CFD in an automated way by starting from a watertight aircraft geometry. 
Gradient-based optimization algorithms by solving the adjoint-based equations should be applied 
to the final step of the automation process, which allows the flexibility to integrate the whole 
automation process into a MDO (Multi-Disciplinary Optimization) design environment. 

Within the project they used the Common Research Model (CRM) released by NASA and tested 
its performance by the developed automation processes of running CFD solvers and optimizing the 
wing shape to get the shock wave eliminated and thus drag reduced.  

The following main topics were addressed in the project: 

• Automation process development: Developed the automation process by starting from a 
watertight CAD aircraft geometry to automatically generate a complicated RANS mesh for 
higher fidelity CFD simulations.  

• Profiling analysis and benchmarking tests: Investigated various profiling and performance 
tools. Conducted the benchmarking tests for the desired models which are used in the 
automation process including auto-meshing and CFD solver auto-run. 

• Porting: Deployed and ran on a PRACE Tier-1 system and prepare for Tier-0 system. 

Scalability results: 
The scalability tests for two cases were carried out on ARCHER. One case consists of a mesh with 
7 million grid points, the other consist of 8 million grid points. First, the project compared the base-



D7.2                                                                  Final Report on Applications Enabling Services 
 

PRACE-5IP- EINFRA-730913 22 23.04.2019 

line using the SU2 v6.0.0 and Cray GNU environment modes PrgEnv-gnu. The average execution 
time per step with various MPI-ranks is shown in the following Figure 11. 

  
Figure 11: Strong scalability tests for the CRM model on ARCHER (left: 7mio grid points, right: 8 mio. grid 

points) 
The target was to obtain scalability up to 2-10k cores. As shown in Figure 11, a parallel efficiency 
of 54.1% could be achieved for up to 1536 cores compared with 96 cores for the case of 7 million 
mesh points. A parallel efficiency of 54.8% of can be obtained for 1536 cores compared with 96 
cores for the case of 8 million grid points. 

The bottlenecks in the strong scalability tests were: 

• Geometry handling & mesh repair may happen to reduce the chance of automation 
• The mesh generators have been investigated since the quality of meshes is one of most 

important issue for the shape optimization design. Two different mesh generators are 
already used to create meshes on the same surface of geometry. However, the detailed 
documentation are not available in the commercial mesh generator. 

No Tier-0 runs could be performed until the end of the project runtime, but it is planned to apply 
for a separate Type A proposal. 

Accomplished work: 
To achieve the target scalability and to improve the bottlenecks, the project performed:  

• Speed-up the optimization with a fixed mesh, decreasing the computation time, which is 
referred as a strong scalability case; 

• Mesh convergence and refinement study, which is referred as a weak scalability case, Code 
the geometry handling and repair possibility into the automation process; 

• Development of an automatic hearing + importing procedure to get data back from the 
clusters; 

• Decrease the multigrid level for the non-linear solver and use the implicit instead of explicit 
scheme; 

• MPI I/O and CGNS have been implemented, In the future it would be possible to create an 
interface for other approaches. 
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Main results: 
Within the project, an automation process to run high-fidelity CFD analysis by starting from a 
given format of geometry was developed and extended for benchmarking and optimization cases. 
This will reduce the requirements on the CFD engineers themselves and reduces the human errors, 
making CFD more useful in aircraft design even to non CFD specialists. 

The SU2 code is a newly released open source code, but it is already widely used in academic 
institutes and companies. The code is used in other EU projects by other institutes as well. It is a 
general CFD code not only used for aircraft analysis. The development and modifications were 
easy to add since it is an open source code, the development hub is in Stanford but it has a number 
of development cores in European universities. 

The code has been adopted and tested on the Cray XC40 system ARCHER during the timeframe 
of the project. Further development was done on the BESKOW system in parallel. Benchmarking 
tests on both Cray systems were performed. 

It was analysed that there might be the need to switch from MPI_Sendrecv() to a non-blocking 
communication as the currently MPI point-to-point communications were becoming a bottleneck 
in the CFD simulations. It is even more effective when the compute phase and communications 
phase can be overlapped. 

The project also published a white paper, which can be found online under [11]. 

It is planned to write a proposal for access to a PRACE Tier-0 system. 

2.8.3 Radiative Transfer Forward Modelling of Solar Observations with ALMA, 
2010PA3776 

Overview: 
The Atacama Large Millimeter/sub-millimeter Array (ALMA) is currently the world's largest 
astronomical observatory. The interferometric array is located on the Chajnantor plateau in the 
Chilean Andes and consists of 66 antennas. Since December 2016 ALMA has been used to observe 
the Sun at unprecedented spatial resolution. Due to the properties of the solar radiation at millimeter 
wavelengths, ALMA serves as a linear thermometer of the solar atmospheric gas, mapping narrow 
layers at different depths. 

Among a large range of expected scientific results, ALMA promises progress towards 
understanding the intricate dynamics and physical processes active on the Sun, which might 
ultimately contribute to solving the coronal heating problem - a long standing fundamental question 
in modern astrophysics. However, ALMA's novel diagnostic capabilities need to be further 
developed and understood in order to fully exploit the instrument’s potential. In this context 
detailed numerical simulations of the solar atmosphere and artificial “observations” of the sun play 
a key role. Such numerical observations are produced as part of the SolarALMA project at the 
University of Oslo. An important step in this endeavour is the development of realistic numerical 
models of the solar atmosphere. While such 3D models are routinely computed on high-
performance machines, the codes available for producing the corresponding (artificial) ALMA 
observations did not perform well enough so far. 
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Within SolarALMA a new code has been developed (ART) that solves the radiative transfer 
equation for a 3D numerical model, and thus reveals how the modelled part of the Sun would look 
like through the eyes of ALMA. The code is written in C++ with some features from C++11 
standard. The goal of this project was to optimize the code's performance looking at both the per-
core efficiency and the parallel execution, and to make it suitable for use in high-resolution 
massively parallel production runs. 

Scalability results: 
The final performance tests have shown that on a Broadwell-based architecture (AVX2, 4-wide 
vectors of doubles) the per-core performance of the optimized code is 2.8 times better for the RT 
solver, and 13 times faster for the EOS solver. In practice, the actual application speedup will fall 
somewhere between these two bounds, as both parts of the code are executed. 

The theoretical maximum improvement due to vectorization on this architecture is 4. Hence better 
performance is expected on the Skylake and on KNL architecture, where the vector width is 8. This 
remains to be tested. 

The MPI implementation of the code scales with 95% efficiency on 2048 cores. The small loss of 
efficiency is partly related to the fact that the amount of work per-rank to some extent depends on 
the input data. 

The tests shown in Table 3, Table 4 and Table 5 were performed for two representative model 
setups: 

• 62x63x496 grid, analysis of 100 wavelengths; 
• 504x504x496, analysis of 100 wavelengths. 

The number of analysed wavelengths affects the RT solver, but not the EOS solver. Hence, if fewer 
wavelengths need to be analysed, the speedups relative to the original code will be larger. 
Conversely, for analyses of a larger number of wavelengths the relative importance of the EOS 
solver will be smaller, and so will be the speedup. 

The main scientific goal is to produce a large number of runs for model sizes of 504x504x496 grid 
cells with 2x512 wavelengths for (at least) 3x300 input models producing time series for three 
different scenarios on the Sun. It is worth mentioning that the same kind of RT calculations were 
previously carried out with the Linfor3D code. The optimized version of ART - as accomplished 
in this project - performs 110 times faster in terms of time per core per wavelength for the same 
problem size. 

Table 3: Small grid (63x63x496) benchmark on ABEL, optimized code 

Number of cores Wall clock time Speed-up vs the first 
one 

Number of 
Nodes 

128 0.64 3.8 4 
256 0.33 3.8 8 
512 0.17 3.7 16 
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Table 4: Small grid (63x63x496) benchmark on ABEL, original code 

Number of cores Wall clock time Number of Nodes 
512 0.64 16 
1024 0.33 32 
2048 0.18 64 

 

Table 5: Large grid (504x504x496) benchmark on ABEL, optimized code only 

Number of cores Wall clock time Number of Nodes 
32 156.3 1 
64 77.8 2 
128 39.2 4 
256 19.8 8 
512 9.8 16 
1024 5.0 32 
2048 2.5 64 

 
Accomplished work: 
The goal of this project was to optimize the code's performance looking at both the per-core 
efficiency, and the parallel execution, and to make it suitable for use in high-resolution massively 
parallel production runs.  

Initial bottleneck analysis performed by the Vtune package showed that the code is compute-bound 
and limited by scalar calls to various math library functions. Since the newest compilers (both ICC, 
and GCC) offer access to a vectorised math library, vectorization of the code was the first target. 

The code was reorganized and the data structures were adapted to facilitate usage of CPU vector 
units. All critical paths in the code have been vectorised using the OpenMP pragmas (omp simd). 
To achieve this goal several techniques have been developed and used: 

• Vectorization of calls to the math library (exp, log, pow); 
• Vectorization of functions that return multiple values through pointer and reference 

variables (difficult because of OpenMP limitations); 
• Vectorization of functions that receive pointer arguments, which can be NULL (difficult 

because of OpenMP limitations); 
• Explicit loop unrolling to allow vectorization of iterative loops with a convergence 

criterion; 
• Vectorization of data-dependent if-statements through enforced computations on all SIMD 

lanes and filtering of the final result. 

Some technical challenges needed to be overcome to achieve best performance results: 

• The OpenMPI stack needed to be compiled with a custom (non-native) Glibc library. This 
is technically challenging, because on Linux a custom Glibc cannot be safely installed in a 
global manner without breaking the system libraries. 
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• Individual vectorised clones generated automatically by the compilers needed to be 
substituted with custom functions implemented using intrinsics. 

Throughout the project a number of GCC bugs related to automatic OpenMP vectorization have 
been found and submitted (see the related white paper [12]). This demonstrates that support for the 
relatively new OpenMP vectorization features is still under heavy development. Nonetheless, 
OpenMP SIMD was the only technology, which offered some sort of automatic vectorization of 
the legacy code. 

Apart from improving ART efficiency, this project also resulted in a number of tutorials related to 
automatic vectorization, and new optimization techniques, which improve its effectiveness. For 
example, the project described how to build and run an OpenMPI stack compiled with a custom 
(non-native) Glibc library. Also assembly inspection and analysis were shown and can assist in 
automatic code vectorization using OpenMP SIMD features. 

Results of the enabling process: 
There are two main computational solvers in ART 

• Equation of State (EOS) solver; 
• Radiative Transfer (RT) solver. 

Both parts of the code are compute bound and depend heavily on calls to the math library (exp, 
pow, log). Scalar libm calls were identified as the main bottleneck by the Vtune analysis. Large 
parts of both solvers were translated from FORTRAN, either manually, or automatically (f2c), 
which in some cases resulted in significant loss of per-core efficiency. The RT solver was translated 
into C++/11 from the old FORTRAN 66 code Atlas by Robert Kurucz. The algorithms and their 
implementation performed well in the 1970s, but required significant adjustments to work 
efficiently on modern SIMD-enabled architectures, and yield to OpenMP SIMD vectorization. 

The code structure did not allow immediate automatic vectorization using OpenMP SIMD. It was 
not enough to decorate the code with omp simd pragmas, and the initial work was related to 
suitable code restructuring. This was a tedious task because of the size of the code, and the number 
of functions. Practice has shown that employing OpenMP SIMD for the purpose of vectorization 
of legacy codes is quite challenging due to a number of restrictions inherent in the OpenMP 
standard.  

Also, the compilers differ in their implementation of the standard. Because of both syntactic and 
semantic reasons it was very difficult to modify the code in a way that the compilers would accept 
and vectorise. The work was an iterative process, in which the code was modified and the effects 
on vectorization were observed by assembly inspection. Four bugs related to OpenMP 
vectorization have been found in GCC and were reported. Identifying the bugs and understanding, 
why the compiler doesn’t vectorise a particular code required assembly analysis, synthetic code 
generation and testing, and was very demanding. Finding suitable workarounds also required effort. 

After per-core optimizations some additional time was spent on parallel execution. Although the 
code is trivially parallelizable, speeding up the computational kernels exposed some new 
bottlenecks related to load balancing and work distribution. Hence, although the original code 
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showed good scalability, keeping the scalability characteristics for the optimized code required 
some effort. 

Main results: 
The project results are very positive and produced a highly optimized version of the Advanced 
Radiative Transfer (ART) code. In terms of parallel performance, the results are perfectly in line 
with the applicants expectations. The optimized code will have a lot of positive impact on the 
SolarALMA project. 

The main scientific goal for applying ART is to produce a large number of runs for models of the 
solar atmosphere with sizes of 504x504x496 grid cells for 2x512 wavelengths for (at least) 3x300 
input models (producing time series for three different scenarios on the Sun). The resulting data set 
will be of high value for the further development of ALMA’s solar observing capabilities and allow 
for building a simulation testbed with enormous possibilities. Such a simulation tool will reduce 
the need for scheduling on-site testing with the real ALMA antenna array, which is challenging 
due to strong oversubscription of machine time. Several scientific publications are expected to be 
written based on the planned data sets.  

In this regard, an overall speedup of about 3 is expected, making the ambitious scientific goals 
reachable. It is worth mentioning that the same kind of RT calculations were previously carried out 
with the Linfor3D code with rather poor performance on local machines. The optimized version of 
ART - as accomplished in this project - performs 110 times faster in terms of time/core/wavelength 
for the same problem size compared to Linfor3D and also makes setting up the runs much easier. 
This enormous leap in performance will allow the ERC-funded SolarALMA project to make 
substantial progress in the field with benefits for the whole international research field by 
contributing to the further development of ALMA’s solar observing capabilities. 

Furthermore, the optimized version of ART will be expanded towards polarized radiative transfer 
and for the inclusion of spectral lines. That set of features would make ART the ultimate RT 
simulation tool for solar radio astronomy with a large range of applications during the next decade 
and beyond. 

The project also published a white paper, which can be found online under [12]. 

The applicant plans to apply for PRACE project access in the future. Another possible project 
would be to optimize ART again after it has been expanded towards polarized radiative transfer 
and for the inclusion of spectral lines. 

2.9 Cut-off June 2017 

2.9.1 High-precision nonadiabatic rotational states of hydrogen molecule, 2010PA3954 

Overview: 
Experimental spectroscopy continuously increases its capability for supplying highly accurate 
energy levels of atoms and molecules. In the particular case of the hydrogen molecule, which has 
been a ubiquitous benchmark system since the very beginning of quantum chemistry, the 
contemporary measurements have reached the accuracy of 10-5 cm-1 (relative 10-9) for selected 
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energy transitions. The complexity of the Schroedinger equation prevents its exact solution in a 
general multiparticle case and enforces approximations to be made. The most common 
approximation applied in solving the molecular time-independent Schroedinger equation is the 
separation of the electronic and nuclear variables (often referred to as an adiabatic or Born-
Oppenheimer approximation).  

The main scientific objective of this project was the development of the variational method, based 
on four-body exponential wave functions, without introducing the separation of the variables. Such 
an approach accounts for complete finite mass (nonadiabatic) effects. The first working scheme of 
such a method is already undergoing intensive tests. These tests allow to anticipate that it will be 
possible to determine the eigenvalues of the four-body Schroedinger equation with the relative 
accuracy of 10-12, which means improvement in accuracy by 2-3 orders of magnitude over the best 
currently available results. Reaching this unprecedented accuracy will be a measurable effect of 
this scientific project. It is the goal of the applicant to extend these capabilities to all bound 
rovibrational states of both homo- and heteronuclear isotopomers of the hydrogen molecule and 
create an ultimate database of their nonrelativistic dissociation energies. Obtaining this level of 
accuracy is possible when large expansions of the wave function are employed. This, in turn, 
involves large dense matrices for representing the Hamiltonian of the system. Solving the general 
symmetric eigenvalue problem for such matrices was the main numerical effort of this project. 

Scalability results: 
As the most time consuming part of an application is the matrix decomposition of quad-double 
float precision real elements, the project focused on this algorithm. Given by benchmarks, the LDL 
algorithm implemented in the Elemental library scales very well on quad-double float precision 
real data.  

The main goal of the application optimization was to distribute it across many nodes to break the 
limits of the physical memory on a single node. To do this, the project had to find a parallel 
numerical library supporting extended real data types. The Elemental library [13] was chosen - 
which is “open-source, openly-developed, software for distributed-memory dense and sparse-direct 
linear algebra and optimization which supports a wide range of functionality not available 
elsewhere”. 

For testing purposes, real matrices corresponding to the physical problem being solved were used. 
Due to this, the matrix range does not represent the linear scale on the included charts (Figure 12)! 

The charts present the time and capability comparison of the nun after the code improving. 
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Figure 12: Walltime of the job on fixed # of 16 EAGLE nodes 

 

Run time on two nodes does not present a good achievement, but due to the communication 
overhead (internal queueing of messages) the latency gets relevant. For the higher number of nodes, 
the communication is spread among the higher number of parties, so the communication network 
is utilised in a more balanced manner. The comparison of runtimes shows, that the benefit is 
available on 8 or more nodes (Figure 13). 

 
Figure 13: WallTime of the job with a fixed matrix range of 28756 for 1-64 EAGLE nodes. 

 
Accomplished work: 
The most time consuming step in the whole algorithm is the LDL matrix decomposition performed 
on quad-double float precision numbers.  
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The main goal of the application optimization was to distribute it across many nodes to break the 
limits of the physical memory capacity on a single node. To do this, the project had to find a parallel 
numerical library that supports extended real data types [13]. Thanks to the support from an 
additional library (in our case the QD library) – the Elemental library provides algebra operations 
on quad-double float precision data types. The only missing part was a lack of a Fortran interface. 
The elements of the matrices (H & S) are initialized with very complex equations. Their conversion 
to other programming languages would be very time consuming and required constant verification. 
To use the C++ interface of the Elemental library with the already existing Fortran code, a C++ 
code was written whose role is to initialize the distributed environment and perform matrix algebra 
operations. The rest of the steps, such as 

• initialization of simulation parameters, 
• generation base parameters, 
• computation of H & S elements 

were performed from the original Fortran code, which is called from inside of the C++ part. Thus 
the only part which had to be implement in C++ was the matrix algebra operations implemented 
by the Elemental library functions. 

Results of the enabling process: 
Parts of the code required the porting to Fortran. The memory layout in C and Fortran differs, it 
took more time to analyse the code towards proper logical adjacency of rows and cols.  

Main results: 
The most important achievement of the optimized application to base on the Elemental library was 
to allow the use of larger matrices, up to 223380 x 223380, which is almost 6 times more elements 
then the original application could handle on a 256 GB node. The performance of the application 
also increased. Comparing with the original application, shortening the calculation time on a 16-
nodes setup by almost 12 times. It is worth to mention, that in the meantime authors of the 
application optimized the original code using the Plasma library, which resulted in about 7 times 
acceleration. Comparing with the Plasma library, the memory distributed approach is about 1.7 
times faster on 16-nodes comparing with the Plasma based version run on single node.  

Of course, the usage of the Plasma library does not solve the problem with limited memory on a 
single node. The optimisation expectations could be fulfilled: Bigger matrix processing. The run 
time might not be considered. 

A proposal to apply for PRACE project access is planned. 

2.10 Cut-off September 2017 

2.10.1 Automatic generation and optimization of meshes for industrial CFD, 
2010PA4037 

Overview: 
Adaptive Simulations Sweden AB has developed Ingrid Cloud (IC), a cloud-based service (SaaS) 
that provides customers with fully automated Computational Fluid Dynamics (CFD) simulations. 
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The accessibility and ease of use of the service enables users with little or no prior knowledge of 
CFD to accelerate and improve their product design. Adaptive algorithms eliminate sub-
optimization due to human error, which results in an increased accuracy, and a lowered cost of 
simulations with around 70%. The CFD algorithms are implemented in a branch of the open source 
software FEniCS [14], developed and maintained by IC. The code is implemented in C++, and uses 
a distributed data model. 

The core technology is adaptive mesh optimization, based on a posteriori error estimation by 
solving an adjoint problem that connects local computational errors to the error in a user defined 
quantity of interest. The technology is now brought to the market by IC. The main algorithms are  

• assembly of the finite element matrices, 
• solution of the linear and nonlinear algebraic systems, and  
• local mesh refinement algorithms.  

The code has proven to scale well both strongly and weakly for a wide range of architectures and 
applications, and it is continuously tested on several different platforms to ensure portability. The 
workload/memory requirement for each simulation is balanced by increasing/decreasing the 
allocated resources between adaptive iterations. 

In this PRACE project, the code was verified and profiled to identify bottlenecks using profiling 
analysing tools. The work was carried out by a technical team from IC together with the team from 
the PDC Center for High Performance Computing (PDC-KTH). The code was analysed using 
various profiling and performance tools, and benchmarking tests were conducted of the automatic 
process, including auto-meshing and CFD solver auto-run. The code was deployed and run on a 
PRACE Tier-1 system and was prepared for Tier-0 systems.  

Scalability results: 
The scalability tests were performed for a case of 3D flow around a cylinder, on the systems 
BESKOW at KTH and ARCHER at EPCC. The case consists of a mesh with 4.66 million grid 
points and 27.2 million cells. 

Firstly the project compared with some baselines using the Cray GNU environment modes PrgEnv-
gnu. The strong scaling performance, measured in execution time per step on ARCHER and 
BESKOW, is presented in Figure 14 and Figure 15. For the strong scalability tests a speed-up of 
13.25 could be achieved for up to 2048 cores compared with 64 cores on BESKOW, while a speed-
up of 10.12 for up to 1536 cores compared with 48 cores on ARCHER.  

The core HPC algorithms are implemented in a branch of the open source software FEniCS, 
developed and maintained by IC, which uses PETSc for the parallel sparse linear algebra routines. 
It was known from experience that going much below 10 000 grid points per rank in the code 
results in reduced performance. For the CFD simulations in this project only strong scalability tests 
were considered.  

The bottlenecks in the strong scalability tests were: 

• The mesh generators should be investigated since the mesh quality is one of most important 
issues for the accuracy and efficiency of CFD simulations.  
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• The MPI point-to-point communication in the code can be improved by employing non-
blocking or one-sided communication, or a hybrid MPI-PGAS implementation, which will 
be targeted in a Type A project. 

 
Figure 14: Strong scalability tests for the 

benchmark on BESKOW. 

 
Figure 15: Strong scalability tests for the benchmark 

on ARCHER. 
 
Accomplished work: 
The most expensive algorithms are the assembly of the sparse matrices, and the solution of the 
resulting linear and nonlinear systems. The solver and preconditioner for the linear system can be 
specified in FEniCS by a set of arguments, and then the solver API calls the low-level PETSc 
parallel sparse linear algebra routines.  

The strong scaling tests identified the MPI point-to-point communication in the PETSc code as a 
bottleneck. 

The profiling tools used in this project were CrayPAT and Allinea MAP/Reports. 

The work performed included: 

• All of the Krylov-type linear solvers have a dot product operation that requires an 
Allreduce(). The profiling tools such as CrayPAT and Allinea Map were employed to 
identify the bottleneck of the code.  

• The code was compiled with -DPARTITION, which creates a partitioning file that gives 
information about the sizes of the partitions and their number of ghost points and 
neighbours. This allowed to check if everything is properly load balanced. 

• Various (Cray) MPI optimization flags were added, such as MPICH_USE_DMAPP_COLL, 
MPICH_RMA_OVER_DMPP, MPICH_RANK_ORDER. And hyper threading (with “-j2 -
d2”) technology was performed. 

Results of the enabling process: 
To achieve the target of scalability and to improve identified bottlenecks, the following steps were 
performed: 

• The quality of meshes is one of most important issue for the high fidelity CFD simulations, 
and the project investigated the impact of different meshes on the performance, specifically 
for complex geometries. 
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• Speed-up tests with simulations on a fixed mesh, decreasing the computation time, referred 
as a strong scalability test. 

Main results: 
The Ingrid Cloud service reduces the requirements on the CFD engineers and reduces the risk of 
human errors, making CFD more useful for engineers even the ones that are not CFD specialists. 
Ingrid Cloud is based on a branch of the FEniCS open source code [14] that is developed and 
maintained by IC, which is optimized for supercomputing architectures. There is high potential for 
impact since the code is widely used in other EU projects and by other institutes, and development 
is easy since it is an open source code. The development hub is at KTH but it has also a number of 
development teams at other European Universities. The related code distributed by the FEniCS 
project is already widely used in academic institutes and companies.  

A result of the project is that the assembly of sparse matrices was identified as a bottleneck in the 
CFD simulations that need to be improved. One approach to address the problem is to investigate 
alternatives to PETSc, for example, using a hybrid MPI/PGAS implementation of the parallel 
sparse linear algebra.   

It is also possible to overlap the compute phase and communications phase for efficiency. In 
addition this allows to hide some of the communication by splitting the preprocessing loops 
between the boundaries and the interior mesh domain. 

This PRACE project was important to profile the code and identify bottlenecks. The next step is to 
address the bottlenecks on a PRACE Tier-0 system. 

2.10.2 Optimisation of EC-Earth 3.2 model, 2010PA4064 

Overview: 
EC-Earth is the community European global climate model, based on the world-leading weather 
forecast model of the ECMWF (European Centre of Medium Range Weather Forecast) in its 
seasonal prediction configuration, along with NEMO, a state-of-the-art modelling framework for 
oceanographic forecasting and climate studies which is developed by the NEMO European 
Consortium. 

BSC has developed a coupled version of EC-Earth 3.2 at a ground breaking resolution. In the 
atmosphere the horizontal domain is based on a spectral truncation of the atmospheric model (IFS) 
at T1279 (approx. 15 km globally, i.e. the highest resolution we can use with the standard IFS - 
higher resolutions would require e.g. nonhydrostatic parameterizations) together with 91 vertical 
levels. The ocean component (NEMO), is run on the so called ORCA12 tripolar (cartesian) grid, 
at a horizontal resolution of about 1/12° (approximately 16 km); with 75 vertical levels which 
thickness increases from 1m below surface up to 500m in the deep ocean.  

Scalability results: 
The scalability tests performed within the scope of this project had the objective of evaluating both 
the strong and weak scaling of the EC-Earth model, with the aim of running operationally the 
proposed configuration (T1279-ORCA12). 
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Being EC-Earth a coupled model, strong scalability tests become a two-dimensional problem, in 
which for every increment in amount of resources, the balance between the two major components 
(IFS & NEMO) has to be achieved. 

For the weak scaling exercise, two different configurations were tested, namely T511-ORCA025 
(~30 km) & T1279-ORCA12 (~16 km), the latter having approximately 9x more points than the 
former.  

Figure 16 shows the strong scaling of EC-Earth 3.2 using a T511-ORCA025 configuration (75 
vertical levels, 900 s. timestep) with production output data. The throughput is shown in Simulated 
Years Per Day (SYPD), a very popular unit in Earth Science modelling. The model is able to scale 
up to 3,456, where the efficiency drops off 70%. 

 
Figure 16: T511-ORCA025 scalability in Mare Nostrum IV. 

Figure 17 shows the strong scaling of EC-Earth 3.2 using a T1279-ORCA12 configuration (75 
vertical levels, 360 s. timestep) with production output data. The “Ideal” series show perfect 
speedup from the smaller case, while “Ideal II” starts from the more efficient one. The first 
configuration is affected by resource contention, leading to a super linear speedup that is not the 
case when we start from the more efficient configuration. 
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Figure 17: T511-ORCA12 scalability in Mare Nostrum IV 

Accomplished work: 
Taking into account that MareNostrum IV is a brand new HPC system, the first task in the projects 
work was to fully deploy the model in the machine, in order to have a robust configuration, suitable 
for operational scale. It is important to remind that EC-Earth is an Earth System model, made up 
from different components, each one having different dependencies, so a not negligible number of 
libraries and utilities had to be deployed in a first stage. This work was done in coordination with 
the Support team of the Barcelona Supercomputing Center. 

After all the dependencies had been installed, there were different issues to address, as the 
performance of the different I/O libraries (NetCDF, HDF5, GRIB), the efficiency and resiliency of 
the new network fabric (OPA), as also the exploitation by the model of the new AVX-512 
instructions, made available by the new Intel Scalable Processors of MareNostrum IV. 

Once that the more stable versions and compilation options for the different library dependencies 
were found, the appropriate MPI environment variables for running EC-Earth in MareNostrum IV 
were identified. 

To find the most balanced configurations for every given amount of resources, two different but 
complementary approaches were followed. The first, costlier, tries to find the optimal distribution 
by assigning the same number of processors to IFS & NEMO first, and then moves resources from 
one model to the other alternately, identifying the intervals in which the model performance 
increases, by using a variation of the half-interval search algorithm. The second, much cheaper, 
starts from one separate scalability test for each component that then is used to determine the best 
configuration. 

In order to find the optimal vertical domain decomposition for the model a recently developed tool 
was included in the workflow of the EC-Earth model and reported to EC-Earth consortium. 
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Once the model was efficiently performing, the last actions were devoted to the optimization of the 
data flow. Modifications were done to the workflow, to reduce data movement and at the same 
time use the dedicated data transfer nodes available in MareNostrum IV. As the commands 
available for that purpose in the mentioned nodes are non-blocking versions of the standard, 
modifications in the workflow templates had to be performed to control the evolution of the 
transfers, and also the correctness of the operations. 

Results of the enabling process: 
At the time of porting the model to the new MareNostrum IV machine, problems due to the 
incompatibility of the model with some of the libraries already available in the HPC system, were 
addressed, as also with some of the new features of the Intel Scalable Processors. 

This task entailed a lot of testing and debugging, having constant communication with the support 
team in BSC operations department, as also high use of the ARM DDT debugger. 

Some MPI stability issues also required of using different MPI variables. 

The effort of including the ELPiN tool in the EC-Earth compilation and running workflow, allowed 
to share it in the community repositories, so it will be used in upcoming projects. This will help to 
save millions of computing hours in the high-resolution simulations done for all the institutions in 
the consortium. 

From the I/O side, the right configuration for the XIOS I/O server were tested. For the T1279-
ORCA12 configuration it was necessary to use 192 XIOS servers in 4 nodes. 

Main results: 
MareNostrum IV is a great and powerful machine but the choice of the brand new OPA network 
had a strong impact in the deployment of this coupled climate code. Being “early adopters” of that 
technology was quite costly but on the other hand this also increased the technical knowledge of 
the application. As EC-Earth is the current production application, and will stay there for years, 
this has been a valuable exercise. 

There is still much to do for the configuration which is a key piece of H2020 projects like 
PRIMAVERA. The amount of SYPD that can be achieved is still low and should be increased to 
produce results in a sustained throughput. 

The project also published a white paper, which can be found online under [15]. 

The PI of the project frequently applies to the regular PRACE project access, were the results of 
this project are very helpful to run the code even more efficiently.  
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2.11 Cut-off December 2017 

2.11.1 Optimization and scalability of the tmLQCD package for production of gauge 
configurations at the physical pion point, 2010PA4147 

Overview: 
The accurate evaluation of many physical quantities relevant for the interpretation of ongoing and 
planned experiments in hadronic and flavour physics, require the use of QCD simulations on the 
lattice. 

The European Twisted Mass Collaboration (ETMC) has produced many gluon field configurations 
including the complete effects of the first two quark generations in the sea, the light u- and d-quarks 
and the more massive strange and charm quarks (Nf = 2+1+1). Adopting the maximally Wilson 
twisted-mass fermionic action, ETMC has already provided a number of remarkable results for 
both meson and baryon physics. 

The major systematic error still present in the ETMC simulations at Nf = 2+1+1 comes from the 
extrapolation of the results, obtained in the pion mass range 220 - 450 MeV, down to the physical 
point at ~ 140 MeV. The goal is therefore to generate gauge ensembles with Nf = 2+1+1 dynamical 
flavours having pion, K- and D-meson masses close to their physical values. To this end, the ETMC 
has developed the tmLQCD software suite, which is an efficient implementation of the Hybrid-
Monte-Carlo (HMC) algorithm for various types of Wilson fermions with support for multi-time-
scale integrators, rational approximation frequency splitting as well as Hasenbusch mass 
preconditioning. 

The project aimed at optimizing strong-scaling performance of this software on the 
KNL+OmniPath architecture with the support of PRACE experts on HPC. 

Scalability results: 
As a consequence of the benchmark activity, a scalability issue on Intel Phi (Knight Landing, KNL) 
has been found. Only a very low speed-up due to the low memory bandwidth (BW) was achieved. 
The same results were reproducible also on a limited number of nodes (< 64 KNL). 

The problem, as found after contact with Intel staff members, is that the default paging of Marconi 
(Transparent Huge Page, THP) is able to manage both 4KB pages and 2MB pages (the so called 
Huge Pages, HP) but it doesn't work with shared memory segments. This has serious impact on 
using MPI-3 features (e.g. one-sided communications) or using shared segments via Unix 
command mmap: In both situations HP must be explicit requested by the user to achieve the correct 
BW and so a correct scaling. 

In Figure 18 the bandwidth for a Ping-Pong benchmark using MPI-3 is shown. For relative big 
message sizes, a serious drop in performance has been found. It can be resolved only asking 
explicitly HP and Intel 2019 compilers (for the test an engineering build was used; it will be 
included in the Intel MPI 2019 release 2).  

The measured memory bandwidth for the “Grid” code is show in Figure 19 (KNL partition) and 
Figure 20 (Skylake partition, SKL). 
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It is evident that the use of HP could significantly increase the performance and it should be 
considered mandatory for HPC applications. 

Further improvement can be probably achieved using threads, even if this modification is currently 
supported only by the 2019 version of Intel compilers (see Figure 21). 

 
Figure 18: Measured memory BW as a function of 

message size on Marconi SKL. 

 
Figure 19: Measured memory BW as a function of 

the number of KNL Nodes with/without HP. 

 
Figure 20: Measured memory BW as a function of 

the number of SKL Nodes with/without HP. 

 
Figure 21: Measured memory BW as a function of 
number of KNL nodes, with and without threads 

 
Accomplished work: 
Two ways of using HP were tested.  

• For KNL some nodes have been configured as described in 
https://arxiv.org/abs/1711.04883, where the user has to pre-allocate enough HP.  

• For SKL nodes 16BG with 2MB HP was forced by system administrators. The user has to 
declare via an environmental variable the use of HP pages.  

These new configuration were extensively tested on both architectures, showing the related boost 
of performance that could be obtained by the use of HP. 

Some modifications in the main code were done in order to optimise it for the HP use. 

https://arxiv.org/abs/1711.04883
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Results of the enabling process: 
With the node modification, a more realistic BW has been obtained: It was between 2 and 3 times 
faster for SKL processors and more than 5 times for KNL partition.  

Furthermore, but with less extent, an increase of performance was also measured using threads, but 
this result is strictly related to the version of the used Intel MPI compiler. Thanks to CINECA staff 
and Intel people, the project was able to test also the second release of Intel-2019 compilers and it 
was confirmed that this version solves the issue related to the concomitant use of OpenMP and HP. 

Main results: 
From the technical point of view, the main result was the understanding of the reason of low 
measured BW on KNL and SKL processors. This is evident for relatively big message size (> 
8MB) together with the use of MPI-3 features. Thanks to the help of PRACE experts and following 
the suggestions of Intel staff, two workarounds for KNL and SKL architectures were implemented 
into the code that overcome this limitation. 

This activity will be useful to increase the performance of the code, especially on Tier-0 Intel 
architectures. 

More generally, the same approach can be used to increase the performance of several codes, and 
could be adopted in the next months by CINECA staff, modifying also the standard configuration 
of the Marconi-KNL partition to handle HP. 

In the next future the applicant plans to apply for regular PRACE projects using the outcomes of 
the present preparatory access project. 

2.12 Cut-off June 2018 

2.12.1 Validation and performance assessment of pipelined CG methods, 2010PA4506 

Overview 
This project focused on the application of advanced strategies to mitigate the effect of collective 
reductions on the scalability of the CG method. From the algorithmic point of view the focus was 
the implementation of a pipelined version of the CG algorithm. From the optimization point of 
view different options to impose asynchronism and overlapping of communications and 
computations were considered. The project aimed to carry out a detailed performance analysis to 
attest the asynchronous behaviour of the pipelined algorithm analysing different implementation 
options. 

The pipelined CG method will be developed and implemented in the context of the Alya system. 
Alya is the high-performance computational mechanics code developed at the Barcelona 
Supercomputing Center. The physics solvable with Alya include incompressible/compressible 
flow, solid mechanics, chemistry, particle transport, heat transfer, turbulence modelling, electrical 
propagation, etc. Alya aims at massively parallel supercomputers; its parallelization includes both 
the MPI and OpenMP frameworks, as well as heterogeneous options including accelerators. Alya 
is one of the twelve simulation codes of the Unified European Applications Benchmark Suite 
(UEABS) and Accelerators Benchmark Suite of PRACE and thus complies with the highest 
standards in HPC. 
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In summary, this project targets extreme scale applications to run on pre-exascale systems. At this 
scale new bottlenecks arise, in particular on the mitigation of the overhead produced by collective 
reductions within the CG method. 

Scalability results: 
Different scaling tests were executed to compare the CG with the PCG algorithm implemented in 
this project. Note that discarding round-off errors the convergence of the PCG and CG algorithms 
should be the same, since both algorithms are numerically equivalent. The PCG reorders some 
operations and uses some intermediate vectors. The objective was to group the reduction operations 
into only one communication episode, and also overlap the remaining one with calculations by 
using a non-blocking reduction. So some benefits of the PCG algorithm were expected in the range 
of values of problem size and number of CPU-cores where the collective communication 
dominates. This is the reason why rather small problems were considered for the tests. This way 
the communication overhead has become dominant within the range of CPUs under consideration.  

The case used for the scaling tests was the simulation of the flow around a sphere. A LES 
formulation has been used and the pressure-velocity coupling has been solved with a fractional step 
projection method, where only the pressure correction equation is solved implicitly. So the CG or 
PCG methods have been used to solve the Poisson system. The elapsed time measurements used 
in Figure 22 have been obtained by the accumulation of 100 time-steps, i.e. a hundred executions 
of the linear solver. Three different meshes have been considered in the tests. The initial mesh 
(CASE 0) has 3.5 million tetrahedral elements; the subsequent meshes were obtained by division 
of the elements of this initial mesh. In each division the number of elements of the mesh is roughly 
multiplied by 8, particularly the meshes obtained have 25.6 M (CASE 1) and 205 M (CASE 2) 
elements.  

For each test case strong scaling tests were performed using a different range of CPU-cores. In all 
cases the PCG algorithm has better scalability than the CG, which earlier reached its scalability 
limit. This allows the PCG to even outperform the CG calculation by further scaling. It can be 
observed that at increasing both the problems size and the number of CPU-cores, the PCG 
outperforms the CG algorithm earlier (for a larger local problem). For CASE 0 this occurs for the 
last tests considered with a load per CPU of 4.5K elements, for the CASE 1 the load per CPU is 
7K elements, and for CASE 2 from a local load of 35K elements the PCG becomes more efficient. 
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Figure 22: Comparison of the elapsed time for 100 resolutions of the Poisson system considering the CG and 

PCG algorithms. 

Accomplished work: 
The CG method is dominated by the sparse matrix vector product (SpMV), and the principal 
overhead for the parallelization are the point-to-point communications required to perform this 
operation in parallel. However at some point the bottleneck shifts to the dot products, which require 
a global reduction where the communication is usually performed by 2-by-2 reduction trees, so has 
a cost of O(log2(P)), where P stands for the number of parallel processes. Eventually, 
communication time for the dot products will exceed the calculation and become the main 
bottleneck of the overall iteration. 

The Pipelined CG algorithm is numerically equivalent to the CG algorithm but the operations are 
reordered to group the two reduction operations and to overlap them with the sparse matrix vector 
products. The PCG algorithm has additional operations, however it can potentially hide the 
communication overhead of the reduction operations. 

The project optimized and validated the implementation of the Pipelined CG algorithm. It was 
shown that the convergence is equivalent to that of the CG algorithm. Moreover the PARAVER 
profiling tool was used in order to attest the performance of the implementation. 

Main results: 
The aim of the project was to reduce the scalability problems of the CG solver derived from the 
collective reductions. There are two barriers for the scalability in the CG solver, the point-to-point 
communications required to perform the SpMV in parallel and the collective reductions required 
for the scalar product. The Pipelined CG algorithm is numerically equivalent to the CG but, by 
reordering the operations, reductions are grouped and can be overlapped with the SpMV 
operations.  

In this project the Pipelined CG was implemented within the Alya system. The implementation 
was verified, validated that the convergence is equivalent to that of the CG algorithm, and finally 
the performance was attested by means of profiling tools and scalability tests using up to 7680 
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CPU-cores. From the experience in MareNostrum IV supercomputer the Pipelined CG algorithm 
will be a convenient option for large scale simulations. 
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3 T7.1.B SHAPE 

In this section, the progress in task 7.1B SHAPE will be discussed. Section 3.1 gives an overview 
of SHAPE, explaining the underlying processes involved and including related statistics up to and 
including the most recent call. Section 3.2 gives a high-level view of the current status of each of 
the SHAPE projects. 

In the period since the previous related deliverable (PRACE-5IP D7.1 [2]), the six unfinished fifth 
call projects have concluded, along with all the outstanding projects from previous calls. Follow-
up requests have been sent to these projects, to see how the work performed with the assistance of 
SHAPE has affected the SMEs’ business – these are reported in section 3.3. Summary reports for 
the ongoing sixth, seventh and eighth call projects are reported in section 3.4, along with an 
overview of the lessons learned with regards to the implementation of the SHAPE programme. The 
ninth call, soon to be opened, is described in section 3.5. Finally, the future of SHAPE is discussed 
in section 3.6. 

3.1 SHAPE Overview 

SHAPE (SME HPC Adoption Programme in Europe) is a pan-European initiative supported by the 
PRACE project. The Programme aims to raise awareness and provide European SMEs with the 
expertise necessary to take advantage of the innovation possibilities created by High-Performance 
Computing (HPC), thus increasing their competitiveness. The programme allows SMEs to benefit 
from the expertise and knowledge developed within the top-class PRACE Research Infrastructure. 

Getting SMEs to adopt HPC can be challenging. There are a number of barriers to HPC adoption 
by SMEs such as a lack of in-house expertise or a lack of available manpower. SMEs may have 
little or no access to suitable hardware, and an SME may be unwilling to take on the risk of 
committing to HPC without prior experience. By utilising HPC, an SME has the potential to 
improve product quality via an enhanced performance and accuracy of their models, or by reducing 
time to delivery, or by providing innovative new services to their customers. Ultimately this can 
increase their competitiveness. SHAPE is there to help overcome the barriers faced by SMEs and 
allow them to get a foot on the HPC ladder. 

Successful applicants to the SHAPE programme get dedicated effort from a PRACE HPC expert 
as well as access to machine time at a PRACE centre. This will usually be on a supercomputing 
resource, but where appropriate, access to more novel hardware such as GPU nodes or visualisation 
suites is granted. In return the SME commits a comparable amount of effort and provides their 
domain expertise. In collaboration with the SME, the PRACE partner helps them try out their ideas 
for utilising HPC to enhance their business. So far, SHAPE has assisted 45 SMEs across 8 calls 
(see the project website [17] for examples), and the ninth call for applications will open in April 
2019 so there will be yet more SMEs introduced to the benefits of SHAPE participation. 

Table 6 shows the calls, applications, approved projects and person months committed from 
PRACE so far in SHAPE. 
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Table 6: SHAPE call statistics 

Call Call open Applications Approved PMs 

Pilot June 2013 14 10 35 

2 Nov ’14 – Jan ‘15 12 11 45.25 

3 Nov ’15 – Jan ‘16 8 8 30.75 

4 Jun ’16 – Sep ‘16 8 4 17 

5 Mar ’17 – Jun ‘17 7 6 20.75 

6 Oct ’17 – Dec ‘17 5 2 9.5 

7 Apr ’18 – Jun ‘18 6 3 16.5 

8 Oct ’18 – Dec ‘18 1 1 3 

Totals 61 45 177.75 

 

Figure 23 shows the broad range of industry domains that have been represented in SHAPE so far, 
and Figure 24 the countries from which the participating SMEs originate. 

 
Figure 23: SHAPE: SME industrial domains 
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Figure 24: SHAPE: SME country of origin 

3.1.1 SHAPE Process 

The process for SHAPE is as described in (PRACE-5IP D7.1 [2]): 

• The SHAPE Call is launched. There is a form to be filled in (by the SME, although 
assistance from PRACE is available if required) which can be completed online or 
downloaded and submitted via email – the form contains suggestions and information on 
how to complete it. 

• The Call closes: The applications are reviewed by the SHAPE review panel (see below). 
• Recommendations: The review panel makes their recommendations on which projects to 

approve, and the PRACE MB/TB ratifies this. 
• Pairing: the successful projects are matched to PRACE partners who have effort available 

and relevant expertise. 
• Machine time: with help from the PRACE partner the SME applies for machine time on an 

appropriate system – this is usually via Preparatory Access type D, but other arrangements 
are possible where agreements can be reached between the PRACE partner and the SME. 

• Coordination: The SME and PRACE partner do the project work, and the SHAPE 
coordinator monitors progress. 

• Deliverables and output: During the project the SME is expected to publicise their 
interaction with PRACE and SHAPE. This can be via their own website, press releases, 
publications in their field, and so on. In addition, they are expected to contribute to 
providing information for PRACE deliverables (such as this document) on the status of the 
project, in collaboration with their PRACE partner. 

• Conclusion: At the end of the project, it is expected that a white paper will be produced 
detailing the technical work and results, which will be made publicly available on the 
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PRACE website following internal review. In addition, approximately twelve months after 
the completion of the work, a follow-up report will be requested from the SME to try and 
evaluate the Return on Investment of the SHAPE work. 

3.1.2 Review of Applications 

The composition of the review panel was described in PRACE-5IP D7.1 [2] but has changed 
slightly in that it was considered by the PRACE Board of Directors (BOD) that having reviewers 
from the BOD could be considered a conflict of interest as it is the BOD who then make the final 
decision of whether or not to approve the panel’s decisions. It was decided that the two BOD 
members would be replaced with two Business Development Officers (BDOs) who would be 
chosen from across the PRACE partners. Partners were offered the opportunity of putting forward 
suggested BDOs who could then be called upon to review. This was carried out successfully for 
the recent eighth SHAPE call and is expected to continue. The exact membership of the panel will 
vary with each call mainly due to availability, but typically it is now: 

• One member from the Industry Advisory Committee, 
• Two Business Development Officers (replacing two members of the PRACE Board of 

Directors) 
• One member from the PRACE Peer Review Team, 
• Two members representing 5IP-WP7, 
• One member representing the preparatory access team. 

The process for applying for SHAPE is two-stage. The SME applies to SHAPE, then if successful 
applies for machine time, usually via Preparatory Access. This final panel member is included to 
give a preliminary opinion on the technical suitability of the application from the PA point of view 
and then to facilitate the application for machine time. This two-stage process has been streamlined 
for the last few calls to minimise the burden on the SME. 

The criteria used in the review remain as described in PRACE-5IP D7.1 [2] but are included here 
for completeness: 

• Fit with the goals of SHAPE 
o The aim of SHAPE is to assist SMEs in overcoming the barriers to adopting HPC, 

such as risk, initial cost, lack of in-house expertise and lack of access to resources. 
o The target audience for SHAPE is SMEs with no or little experience of HPC, who 

can be assisted with both expertise from PRACE, and time on a PRACE machine. 
o It is not a way of getting processor cycles for production runs for existing codes – 

there are other avenues for this via PRACE such as the project access calls. 
• Strength of the business case 

o The expertise and resources provided through the SHAPE programme are expected 
to produce a significant Return on Investment for the company. In the mid-term, the 
SME should be able to build on the results to, for instance, increase its market share, 
renew its investment, offer new products or services, or recruit dedicated staff. The 
solution implemented should be part of a business plan to further engage in HPC in 
the long term. 
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• Technical Achievability 
o The proposals are expected to be realistically achievable in the timescales described 

and with the resources made available. 
• Other aspects considered 

o The commitment of the SMEs to co-invest with PRACE in achieving the project 
goals. The effort for the project should be at least approximately equally split 
between the SME and PRACE. 

o The innovative aspects of the proposal. 
o The social and economic impact on society as a whole. 

The applications are reviewed and ranked according to these criteria, then the final 
recommendations are put forward to the PRACE Board of Directors for approval. 

3.2 SHAPE Project status 

In this section, an overview of the status of all the SHAPE projects from after the first (pilot) call 
are reported. SHAPE projects from the second call onwards project fall into three categories:  

1. Projects that finished two years ago or more which were fully reported on in PRACE-5IP 
D7.1 [2]. These are projects from the second and third calls. 

2. Projects that finished 1-2 years ago (fourth and fifth SHAPE calls). Both the SMEs and 
PRACE partners from these projects have each filled in a questionnaire to assess the impact 
of the SHAPE work on their business and the results are reported on in section 3.3 

3. Projects that are ongoing or in the process of finishing (sixth, seventh and eighth SHAPE 
calls). PRACE partners from these projects have each provided a summary of their project. 
These are reported on in section 3.4 

On conclusion of the work, each project is expected to produce a white paper for review and 
publication on the PRACE website. 

As of March 2019, the status of all of the projects is show in Table 7. 



D7.2                                                                  Final Report on Applications Enabling Services 
 

PRACE-5IP- EINFRA-730913 48 23.04.2019 

Table 7: SHAPE - status of all projects from the second to the eighth calls 

Call SME PRACE Partner White Paper Report 

2 WB-Sails CSC Published See D7.1 [2]. 

2 Principia CINES Internal technical report Not Provided, see D7.1 
[2]. 

2 Algo’tech INRIA Published Not Provided, see D7.1 
[2]. 

3 ACOBIOM CINES Published See D7.1 [2] 

3 Airinnova AB KTH Published See D7.1 [2] 

3 Creo Dynamics AB KTH Published See D7.1 [2] 

3 AmpliSIM IDRIS Published See D7.1 [2] 

3 ANEMOS SRL CINECA Published See D7.1 [2] 

3 BAC Engineering 
Consultancy Group 

BSC Published See D7.1 [2] 

3 FDD Engitec SL BSC Published See D7.1 [2] 

3 Pharmacelera RISC Published See D7.1 [2] 

4 Artelnics BSC Published See section 3.3.1 

4 Milano Multiphysics CINECA Published See section 3.3.2 

4 Renuda UK Ltd EPCC Published See section 3.3.3 

4 Scienomics IDRIS Published See section 3.3.4 

5 Disior Ltd CSC White Paper not expected 
due to change in focus of 
SME 

See section 3.3.5 

5 Invent Medical 
Group, s.r.o. 

IT4Innovations Published See section 3.3.6 

5 AxesSim CINES Published See section 3.3.7 

5 E&M Combustion 
S.L. 

BSC Published See section 3.3.8 

5 Svenska Flygtekniska 
Institutet AB 

KTH White Paper not expected 
due to SME unavailability  

See section 3.3.9 

5 Shiloh Industries 
Italia s.r.l 

CINECA Delivered, under review See section 3.3.10 

6 Axyon AI SRL CINECA Tech work still ongoing See section 3.4.1 

6 Vision-e S.r.l. CINECA Tech work still ongoing See section 3.4.2 

7 Briggs Automotive 
Company Ltd 

Hartree Tech work still ongoing See section 3.4.3 

7 Polyhedra Tech SL. BSC Tech work still ongoing See section 3.4.4 

7 FLUIDDA BSC Tech work still ongoing See section 3.4.5 

8 Energy Way Srl CINECA Tech work still ongoing See section 3.4.6 
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3.3 SHAPE Fourth and Fifth call: Follow up for completed projects 

This section concentrates on SHAPE projects completed in 2017-2018. Now that at least one year 
has elapsed since the project ended, the SME is likely to have had enough time to see the impact 
of HPC on their business. The best way to assess the impact of the work carried out during SHAPE 
projects it to contact the SME and ask them key questions about how their use of HPC has changed 
since the project, what is their return on investment, etc. In previous years this has been done by 
distributing to SMEs and PRACE partners a template in the form of an MS Word document which 
included the following Key Performance Indicators (KPIs) affected by the SHAPE work to be 
considered (but not limited to): 

• New customer acquisition, 
• Turnover, 
• Return on Investment (RoI), 
• New product offers, 
• New service offers, 
• Access to new markets, 
• Enhanced software features, 
• Staff recruitment. 

This template is shown in the Appendix. Although this did obtain valuable information, as was 
discussed in PRACE-5IP D7.1 [2], the responses were not always complete or quantitative enough 
to be able to draw overall conclusions about impact. To address this, for the projects completed in 
2017-2018 two on-line surveys were constructed, one for the PRACE partner to fill in, the other 
for the SME. The PRACE partner survey gathers information about the technical improvements 
arising from the project while the SME survey gathers information about the business 
improvements. All relevant PRACE partners and SMEs responded. This survey was created in 
consultation with the PRACE IAC. A transcript of the surveys is shown in the Appendix in section 
5. 

The full responses are presented below and contain information gathered in both the PRACE 
partner survey and the SME survey. The results are then summarised in section 3.3.11. 

3.3.1 Artelnics 

Project details 
Project Start – End Dates 01/02/2017-01/07/2017 
PRACE Partner BSC 
PRACE effort (Person Months) 5 
PRACE machine time Marconi (Haswell) 

 

Project Overview 

Artelnics develops the professional predictive analytics solution called Neural Designer. It makes 
intelligent use of data by discovering complex relationships, recognizing unknown patterns, 
predicting actual trends or finding associations. The new OpenMP and MPI version of the code 



D7.2                                                                  Final Report on Applications Enabling Services 
 

PRACE-5IP- EINFRA-730913 50 23.04.2019 

allows Artelnics to build predictive models in computer instances with many virtual cores and in 
supercomputing clusters, respectively. The current version of the code reports efficiencies close to 
90% for both the MPI and the OpenMP parallelizations. Neural Designer now is capable of 
analysing bigger data sets in less time, providing Artelnics customers with results in a way 
previously unachievable. 

HPC usage 

The SME reported that they were using HPC before the project and continue to do so using their 
own HPC systems. Further planned improvements include GPU acceleration using CUDA. Before 
the project began the company had just one member of staff with HPC expertise. This has now 
doubled to two. 

Business impact of the SHAPE project 

The SME reports a notable return on investment (around 20%) for their SHAPE project, with 2 
new customers gained as a result of the project. They state that they are increasing their branding 
due to HPC. 

3.3.2 Milano Multiphysics s.r.l.s 

Project details 
Project Start – End Dates 01/02/2017 - 28/02/2018 
PRACE Partner CINECA 
PRACE effort (Person Months) 3 
PRACE machine time Marconi, 300,000 core hours 

 

Project Overview 

Milano Multiphysics is a start-up active in the field of advanced modelling of complex systems. 
The goal of this SHAPE project was to evaluate the pros and cons of the Intel’s Many Integrated 
Core technology in the highly demanding field of nuclear engineering. More specifically, the 
performances of the Intel Xeon Phi processors have been evaluated for two commonly used tools 
in the nuclear engineering community, namely: the OpenFOAM finite-volume library, and the 
Serpent Monte Carlo code. Some notable advantages compared to traditional Intel Xeon processors 
have been observed in terms of both speed-up and energy consumption. However, these advantages 
are limited to the case of OpenFOAM while Serpent seems to perform worse on Xeon Phi 
processors, which is partly due to the impossibility of vectorising traditional implementations of 
Monte Carlo algorithms. Additional margins of improvements for both codes may actually come 
from a better use of vectorization-friendly algorithms. 

Although no impact was determined for the Serpent Monte Carlo code, for OpenFOAM a 
potentially huge impact was determined. 

HPC usage 

The SME reported that they were using HPC before the project and continue to do so using Cloud-
based services. They also have plans to use HPC in the future for high-fidelity nuclear reactor 
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safety analysis, and for electric load forecast. Before the project began the company had just 1 
member of staff with HPC expertise, this has now doubled to 2. 

Business impact of the SHAPE project 

The main business outcomes of the project were reported as improved service to customers, with a 
potentially higher number of interested customers, the SME noting further that the project has given 
them the possibility to push their modelling and forecast tools to a higher level of accuracy. 

3.3.3 Renuda Uk Ltd 

Project details 
Project Start – End Dates 08/02/2017 - 08/01/2018 
PRACE Partner EPCC 
PRACE effort (Person Months) 6 
PRACE machine time 0 (local machines were used) 

 

Project Overview 

This project was a collaboration between Renuda UK Ltd and EPCC. The goal was to improve the 
performance of Renuda’s industrial and power generation steam turbine modelling code, 
referenced as CodeX for this project.  

The code has been investigated, with initial benchmarks and analysis used to identify areas for 
improvement and to identify the most suitable optimisation approach to take. CodeX has been 
refactored and restructured to allow for the parallelisation of the code, but also to make 
improvements in the serial performance. The code has been parallelised using OpenMP directives, 
ensuring portability across platforms. 

Benchmarks performed during the project indicate that for runs of typical operational models, the 
optimised serial code is over twice as fast as the original. For parallel runs this enhancement is 
reflected further, with a headline figure of over 27x faster than the original code on 16 cores – this 
equates to a reduction in runtime from over 1.5 days to less than 90 minutes. The end result of this 
process is an optimised, parallelised version of CodeX, which can be used to perform simulations 
in a significantly shorter timescale, thus enabling Renuda to offer enhanced services to their 
customers. 

HPC usage 

The SME reported that they were using HPC before the project and continue to do so using 
resources from an HPC centre. They also have plans to use HPC in the future as problems and 
numbers of problems grow in size. They also intend to seek further guidance on HPC matters. 
Before the project, the SME reported they had 1 member of staff with partial HPC expertise, this 
has now risen to 2 people, both with significant HPC expertise.  

Business impact of the SHAPE project 

The SME reports that although the project is finished, another part of the software, which was not 
part of the project, is being completed now. When this is finished, the software will be released and 



D7.2                                                                  Final Report on Applications Enabling Services 
 

PRACE-5IP- EINFRA-730913 52 23.04.2019 

a 20% increase in revenue can be forecast. As a consultancy the project has already led to 1 new 
customer being acquired as a result of the increase in internal skills gained from the project. From 
a sales point of view, it is still too early to tell the impact in terms of new customers. The software 
is now fast enough to appeal to customers, which, together with an increase in the company's 
expertise, will lead to new sales and could lead to at least 5 new customers to be acquired. 

In terms of the business process, the SME reports a faster time to market and more sales. 

The project has not yet had an impact of staff recruitment. However, it has had an impact on staff 
retention and additional revenue from sales will lead to recruitment. 

The SME noted a very good relationship with EPCC, which has already proved valuable for 
technical exchanges and they can now claim a strong association and internal skills in HPC. This 
has already led to added sales and is fundamentally changing the way Renuda is perceived. 

Overall they consider the project to have been a great success, exceeding their initial expectations. 

3.3.4 Scienomics 

Project details 
Project Start – End Dates 19/12/2016 - 12/06/2017 
PRACE Partner IDRIS 
PRACE effort (Person Months) 4.5 
PRACE machine time Ada, 15,000 core hours 

 

Project Overview 

Scienomics is developing Chameleon (Chain Altering Monte-Carlo) to perform Monte-Carlo (MC) 
simulations of several types of chemical systems such as polymers, nanomaterials or composite 
materials. Realistic modelling of materials requires that the systems are large enough to get reliable 
results for the properties computed. Chameleon uses an all-atoms model meaning that the number 
of interactions needed to compute the physical properties, hence the computational resources, 
increases fast as the number of atoms in the system increases. In this project the work of Scienomics 
and IDRIS engineers allowed Chameleon to treat larger systems faster thanks to a dramatic 
improvement of serial and parallel performances. 

By accessing the computational resources provided within the project, Scienomics and IDRIS 
engineers were able to assess the performance of Chameleon in very extreme system cases. Porting 
Chameleon on HPC architectures and using an increased number of processors with more cores 
and memory, allowed the SME to execute Chameleon using very large realistic systems and in the 
same time assess the full spectrum of non-bonded interactions (Van der Waals and Coulomb 
energies). This gave them the necessary feedback to identify the optimum number of cores above 
which the scalability of the OpenMP parallelization in Chameleon degrades. In addition by 
applying powerful code profiling and analysis tools they were able to assess the performance of 
Chameleon algorithms for both sequential and parallel execution and to identify major bottlenecks 
and hot spots of the code. 
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The PRACE partner (IDRIS) noted that they also organized a training session about the materials 
simulation methods available in MAPS, the Scienomics software, for IDRIS users. During the 
project the partner managed to achieve more than a 10 times speed-up for the sequential execution 
of the code with some fluctuations depending on the system size. 

HPC usage 

The SME reported that they were using HPC before the project and continue to do so using Cloud-
based services. The SME reported 15 staff with and HPC background both before and after the 
project.  

Business impact of the SHAPE project 

The SME reported that it is still too early to say how the SHAPE project has affected their business 
process. 

3.3.5 Disior Ltd 

Project details 
Project Start – End Dates 01/08/2017 - 30/04/2018 
PRACE Partner CSC - IT Center for Science 
PRACE effort (Person Months) 3 
PRACE machine time taito.csc.fi, ~1,000 core hours 

 

Project Overview 

Disior creates software solutions for orthopedics surgery with the main focus on optimization of 
bone fracture treatments. Currently calculation power is limiting the optimization of bone fixation 
treatments, even with a powerful workstation and with a fine-tuned simulation model calculation 
takes too long to take all relevant parameters to optimization procedure. 

During the project better preconditioning techniques were introduced for problems of ortrotropic 
elasticity. The building blocks mostly existed before but they were combined for this problem. The 
best strategy turned out to be hybrid p-h multigrid preconditioning (made possible by the use of p-
elements). The speed of open source code Elmer that was used by the SME was improved and the 
code is publicly available and their software can now run in generic cloud computing systems. 

HPC usage 

The SME reported that they were not using HPC before the project, but are now using HPC Cloud-
based services and intend to expand their solver portfolio and use more computing power in the 
future. Before the SHAPE project the SME reports 3 employees with HPC skills. This has now 
risen to 12. As a consequence of the project the number of employees has doubled.  

Business impact of the SHAPE project 

The SME reports a cost reduction and faster time to market as a result of the project and they are 
now able to offer their solutions as scalable service to their healthcare customers. The SME reports 
that their potential customer base has expanded. 
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3.3.6 Invent Medical Group, s.r.o. 

Project details 
Project Start – End Dates 01/08/2017 - 31/03/2018 
PRACE Partner IT4Innovations, VSB-TU Ostrava 
PRACE effort (Person Months) 3 
PRACE machine time Salomon, 10,000 core hours 

 

Project Overview 

The overall objective of this project was to replace laboratory testing of cranial orthosis design by 
virtual prototyping using numerical modelling and simulation technologies. In future 
Computational Structural Dynamics Simulations will be performed during the development of new 
cranial orthosis design at the Invent Medical Group (IMG) company. Stiffness of cranial orthosis 
will be evaluated by means of numerical modelling and simulation and will replace the necessity 
of physical testing of each and every new design of cranial orthosis to ensure its proper behaviour. 
The specific objective of this project was to create a semi-automatic system of mesh generation 
from the input geometric model based on the open source software Netgen Mesh Generator. 
Geometry of the structure as an input file for meshing is provided in STL format. The output of 
this project was a software tool which will take a geometric model as an input and produce the 
finite element mesh with all boundary conditions as an output. The mesh produced is then used for 
calculation of cranial orthosis stiffness using the open source code ESPRESO. Simulation results 
were verified by comparing with results of the same numerical simulation performed using the 
well-established software package ANSYS and with physical experiments as well. 

HPC usage 

The SME reports that they weren’t using HPC before the SHAPE project, but in the future they 
intend to use HPC as a Service and Solver as a Service provided by IT4Innovations. 

There were no staff with HPC expertise before the SHAPE project but now there are 2. 

Business impact of the SHAPE project 

The SME reports a faster time to market and that the tools developed during this project will be 
used in the future in their design cycle which will help to reduce the time needed for the design of 
cranial orthoses. 

3.3.7 AxesSim 

Project details 
Project Start – End Dates 01/10/2017 - 31/07/2018 
PRACE Partner CINES 
PRACE effort (Person Months) 3 
PRACE machine time Pizdaint 2,000 node hours 
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Project Overview 

AxesSim has developed an electromagnetic simulation tool named TETA, which is optimized for 
harnessing several GPUs in parallel. It is based on the Discontinuous Galerkin method in the Time 
Domain (DGTD). This method allows the handling of meshes of complex geometries and can 
model designs with high precision such as a full human body with its organs, clothes and 
surrounding environment. The targeted architecture is a CRAY XC50 (PizDaint) which is a 
supercomputer with Intel Broadwell CPUs and NVidia P100 GPUs. Both CPU and GPU are 
addressed via the OpenCL library. MPI is used for communication between accelerators and hosts. 

The work here was mainly to investigate scalability, but file locking improvements were also made 
through the use of the HDF5 library. 

HPC usage 

The SME reported that they were using HPC before the project and continue to do so using their 
own HPC systems. They would like to continue to promote their 3D Discontinuous Galerkin EM 
solver through huge simulations. The goal is to perform industrial simulations that could require 
tens or hundreds of GPU nodes. Thanks to the SHAPE compute hours, they were able to evaluate 
their solver's scaling over 256 Tesla P100 GPU on PizDaint, which is a good performance indicator. 
They also perform FDTD simulations on CPU nodes. Those solvers are mainly used in the French 
industry. In the future, they will need more hours to perform other simulations ordered by their 
clients or just in a “commercial” aspect. 

Before the SHAPE project, the SME reports 4 members of staff with HPC experience. This has 
now risen to 5. 

Business impact of the SHAPE project 

The SME reports a faster time to market and a customer increase of 20%. As a result of the 
benchmarking, they have been able to highlight the quality of their solver in order to start new 
projects with other partners. They note an improvement in the portability of their solver's 
implementation, useful for future work. 

3.3.8 E&M Combustion S.L. 

Project details 
Project Start – End Dates 02/04/2018 - 01/10/2018 
PRACE Partner BSC 
PRACE effort (Person Months) 4 
PRACE machine time Mare Nostrum, 250,000 core hours 

 

Project Overview 

The aims of the project were to demonstrate the potential of high-fidelity simulations to predict 
pollutant emissions and energy efficiency in practical combustion systems. The study was based 
on the development of advanced numerical simulations to investigate the reacting flow field of an 
industrial combustor designed and manufactured by E&M Combustion. The focus was given to the 
assessment of performance measured in terms of thermal power, combustion efficiency, and global 
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emissions, enabling the SME to make decisions for optimising the system in the future. In 
particular, the JBM 4.500 G burner has been simulated using large-eddy simulations with a flamelet 
combustion model.  

HPC usage 

Before the SHAPE project the SME reports it was not using HPC and still isn’t but they are 
collaborating with BSC to develop a simulation framework for combustion applications in order to 
use HPC in the future. There were no staff with HPC expertise before the SHAPE project but now 
there is 1. 

Business impact of the SHAPE project 

The SME reports that the SHAPE project has led to a further understanding of the products and 
they are now planning to hire one researcher with CFD background. The main business outcome 
of the project is as a demonstrator of technology. 

3.3.9 Svenska Flygtekniska Institutet AB (The Swedish Aeronautical Institute) 

Project details 
Project Start – End Dates 02/04/2018 – 01/07/2018 
PRACE Partner PDC Center for High Performance computing 
PRACE effort (Person Months) 3 
PRACE machine time 150,000 

 

Project Overview 

The AdaptiveRotor is a development project which aims to increase the propulsive efficiency in 
propellers for aircraft and thereby lessen the environmental impact of pollution and noise from 
these systems. By employing a massive parallel computation approach when evaluating different 
design candidates a global optimum can be ensured within reasonable time. 

The analysis software utilises a newly developed fluid structure interaction code to evaluate the 
aerodynamic efficiency of the flexible propeller blade while keeping the blade structure within 
design limits, both on-design and off-design points. 

The project focused on the usage of open source CFD codes (i.e. SU2 and OpenFOAM) to evaluate 
the aerodynamic efficiency of the flexible propeller blade.  

HPC usage 

The SME reported that they were using HPC before the SHAPE project but are currently not and 
don‘t have plans for using HPC at present. However, they are planning to seek further guidance on 
the use of HPC. Both before and after the project, the SME reported having 2 members of staff 
with HPC experience. 

Business impact of the SHAPE project 

The project has led to a better in-house methodology and new customer contacts and contacts with 
new scientific collaborators. 
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3.3.10 Shiloh Industries Italia s.r.l 

Project details 
Project Start – End Dates 01/09/2017 - 31/12/2018 
PRACE Partner CINECA 
PRACE effort (Person Months) 3 
PRACE machine time Galileo, 300,000 core hours 

 

Project Overview 

Shiloh Industries Italia s.r.l. is working in the market of casted components since 1992 updating 
manufacturing activities to novel standards imposed by the continuous technological improvement. 
At the moment Shiloh is using a standard software to develop new products and support the 
production requirements. The adoption of CFD tools is a mandatory task today trying to perform 
daily numerical modelling activities to support productions needs with standard commercial ISV 
applications. Nevertheless, the adopted software workflow does not contain a multiphasic solver, 
thus it is difficult to analyze in a quantitative way the air entrapments volume identifying bubbles 
sizes. The project’s main aim was to test a state-of-art HPC infrastructure and open-source 
technologies to evaluate possible benefits on cost, time-to-results for the single design, and number 
of achieved designs per day in a multiphasic simulation. A preliminary well-known reference case 
study was evaluated to assess the possibility to implement relevant physical parameters into the 
computational model. Scalability of the CFD solver and automation of the overall identified 
workflow was also be tested in order to assess the applicability to Shiloh’s actual way of working. 

A post-processing bubble entrapment analysis module giving performance indicators of the liquid 
metal injection process has been developed as part of the project. 

HPC usage 

The SME reported no usage of HPC or HPC skills before or after the project, although they did 
report some increase in experience of HPC usage during the project. 

Business impact of the SHAPE project 

The main business outcomes of the project have been in terms of research and development with a 
potential improvement in product quality and cost reduction. 

3.3.11 Summary of follow-up responses 

The follow-up feedback from the SMEs has again generally been very positive with records to 
SHAPE.  

Below the main points for each SME are summarised: 

• Milano Multiphysics s.r.l.s – doubling of staff with HPC skills, improved service, higher 
level of accuracy; 

• Renuda Uk Ltd – impressive speed-up of code (runtime down from 1.5 days to less than 90 
minutes), one new customer with potential for many more, continued use of HPC and 
increase in staff HPC skills which has aided staff retention; 
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• Scienomics – continued use of HPC but too early to determine business impact; 
• Artelnics – new OpenMP and MPI version of the code with future plans for a GPU version; 

doubling of staff with HPC skills; two new customers; a notable return on investment 
(around 20%); 

• Invent Medical Group, s.r.o. – weren’t using HPC before project and had no staff with HPC 
expertise but now using HPC (and will continue to do so); two staff with HPC skills; faster 
time to market; tools developed during this project will be used in the future in their design 
cycle; 

• AxesSim – number of staff with HPC skills risen from 4 to 5  faster time to market; 
customer increase of 20%; code made more portable thus future-proofing their processes; 

• E&M Combustion S.L. - no staff with HPC expertise before SHAPE project but now have 
one; main business outcome is as a demonstrator of technology; 

• Svenska Flygtekniska Institutet AB – have not yet incorporated HPC into the work and plan 
to seek further guidance on this; 

• Shiloh Industries Italia s.r.l – main outcomes were in terms of research and development 
with a potential improvement in product quality and cost reduction; 

• Disior Ltd – weren’t using HPC before the project but are now using HPC Cloud-based 
services; intend to expand their solver portfolio and use more computing power in the 
future; before SHAPE project had 3 employees with HPC skills and this has now risen to 
12; also have a cost reduction and faster time to market as a result of the project; potential 
customer base has expanded. 

Here we present some overall analysis of the feedback provided by SME in terms of their previous 
and current HPC usages and the effect the SHAPE project has had on their business process. 
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HPC usage and skills 
Table 8: SME HPC usage and skills before and after SHAPE project 

SME Name Using 
HPC 
before 
SHAPE? 

Using 
HPC after 
SHAPE 

No. 
Employess 
with HPC 
skills before 
SHAPE  

No. 
Employess 
with HPC 
skills after 
SHAPE 

Rise in 
employees 
with HPC 
skills 

Will get 
HPC advice 
from 
elsewhere in 
future? 

AxesSim Yes Yes - Using 
own HPC 
Systems 

4 5 1 Yes 

Shiloh 
Industires 
Italia SRL 

No No 0 0 0 No 

Milano 
Multiphysics 

Yes Yes - Using 
Cloud-
based HPC 
Services 

1 2 1 No 

Renuda Yes Yes - HPC 
Centre 
resources 

0.5 2 1.5 Yes 

SCIENOMICS 
SARL 

Yes Yes - Using 
Cloud-
based HPC 
Services 

15 15 0 Yes 

Svenska 
Flygtekniska 
Institutet 

Yes No 2 2 0 Yes 

Invent Medical 
Group, s.r.o. 

No Yes - HPC 
as a Service 

0 2 2 Yes 

EM 
Combustion 

No No 0 1 1 No 

Artificial 
Intelligence 
Techniques, 
S.L. 
(Artelnics) 

Yes Yes - Using 
own HPC 
Systems 

1 2 1 Yes 

Disior Ltd No Yes - Using 
Cloud-
based HPC 
Services 

3 12 9 Yes 

 6 (Yes);  

4 (No) 

7 (Yes);  

3 (No) 

2.65 
(Average) 

4.3 (Average) 1.65 
(Average) 

7 (yes);  

3 (No) 
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Table 8 summarises the responses given to the HPC questions in the SME survey. Note that 
fractional responses to the question about the number of staff with HPC skills may indicate a range 
(e.g. 1.5 was entered instead of 1-2) or may indicate that staff have partial skills. In either case 
useful information can be seen as to whether the SME believes this to have risen or not. 

HPC Usage  
Before the SHAPE project was completed, 6 of the 10 SMEs were already using HPC to some 
extent. This rises to 7 after the SHAPE project work was completed and in total 8 say they will use 
HPC in the future. Of those using HPC, 3 are using Cloud-based systems, 2 are using their own 
HPC systems, 1 is using HPC resources from an HPC centre and 1 is using HPC as a Service. This 
is displayed in the following pie chart (Figure 25). 

 
Figure 25: HPC Types of usage after SHAPE Project 

 
HPC Staff Skills  
Of the 10 responses, 7 SMEs report that they now have more staff with HPC skills than previously 
with typical rises of around 1-2 employees. 
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Business Process 
Table 9: Improvements to Business process following SHAPE project 

 

Faster 
time to 
market 

Research and 
Development 

Improved 
service to 
customers 

More 
sales 

Better 
inhouse 
methodology 

Further 
understanding 
of the products 

Cost 
reduction 

Too 
early 
to 
say 

AxesSim         

Shiloh 
Industires 
Italia SRL         

Milano 
Multiphysics         

Renuda         

SCIENOMICS 
SARL         

Svenska 
Flygtekniska 
Institutet         

Invent Medical 
Group, s.r.o.         

EM 
Combustion         

Artificial 
Intelligence 
Techniques, 
S.L. 
(Artelnics)         

Disior Ltd         

Total 4 1 1 2 1 1 1 1 

 

SMEs were asked the question 

How has the SHAPE project affected your business process? 
As can be seen from the survey in the appendix, this question was presented as a multiple choice 
question but with a final “Other” option: 

• Cost reduction, 
• Faster time to market, 
• More sales, 
• Not at all, 
• Other. 

If “Other” was selected then this needed to be replaced with some text by the participant. 

Table 9 shows the different responses SMEs gave. As can be seen the most popular response was 
that the SHAPE project had enabled a faster time to market for the SME’s products. Other 
responses were fairly evenly spread across the different categories. 
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SMEs were asked to state if they saw a Return on Investment (ROI) and/or predicted increase in 
revenue to date, or as predicted for the coming months. Only 2 SMEs responded positively both 
saying they expected a 20% increase in revenue. For future surveys we plan to separate out the 
questions about ROI and increase in revenue and break the questions down more to elicit more 
quantifiable responses.  

Final comments  
All 10 SMEs said that they would recommend SHAPE to another SME. All SMEs responded to 
the survey overall useful information was given and comments on the survey itself were positive. 
A number of impressive improvements in code performance were shown along with clear 
improvements in the business process, particularly a faster time to market and increased sales, all 
as a result of the SHAPE projects. Given that the surveys produced useful information we plan to 
use this approach again in the future with a few refinements to questions where we felt that we may 
be able to extract even more useful information in the future. 

3.4 SHAPE sixth, seventh and eighth call Project Summaries 

This section provides summaries of the projects still ongoing within the SHAPE programme, and 
those recently finished or just starting. For each of these there is a brief overview describing the 
problem to be solved, the activity undertaken, how PRACE was involved, the benefit to the SMEs, 
and finally the lessons learned for the further development of the SHAPE programme itself. The 
lessons learned are discussed further in Section 3.4.7. 

Note that each SHAPE project is expected to produce a technical white paper that will cover the 
activities and results of the projects in greater detail than presented here (once published they can 
be found here [8]). The intention of the information presented in this document is to give a flavour 
of the broad range of projects and the diversity of the subject areas, along with summarising the 
benefits of the SHAPE programme to the SMEs. 

3.4.1 Axyon AI (Italy): Axyon Platform Optimisation 

Overview 

Project Partners: 

• Jacopo Credi , Axyon AI 
• Eric Pascolo, CINECA 
• Claudio Arlandini, CINECA 

Axyon AI brings deep learning-powered solutions to finance. Their main product is a proprietary 
deep learning platform specifically built for financial problems, developing highly-accurate 
predictive models. Axyon developed successful proofs of concept in several fields, from credit risk 
to wealth management, from churn-rate prediction to fraud detection. 

The project aims at improving the performance of the Axyon platform in the following fields: 

• Support of large dimension datasets; 
• Optimize learning jobs distribution among several computational nodes; 
• Optimize the learning process to better leverage hardware capabilities. 
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Activity performed 

The first step was making the Axyon Platform portable, by creating a container supported by the 
CINECA D.A.V.I.D.E HPC cluster and testing it on the system. A benchmark suite was then 
designed and implemented in order to obtain a performance analysis reflecting common use cases 
of Axyon Platform usage. Benchmarks were run on both Axyon AI and CINECA systems, in order 
to set a baseline for future comparisons. 

Successively, an Axyon platform code refactoring and optimization was performed with the final 
objective of reduced memory usage. More specifically, a data handler class was implemented to 
handle all data management and allow different training jobs to share the same data variables in 
memory. 

PRACE cooperation 

CINECA, on behalf of PRACE, provided first of all machine access to the D.A.V.I.D.E. system 
(ca 300,000 core-hours) and coaching in use of the HPC system. The majority of the effort was 
spent however in the containerization of the application, and the subsequent benchmarking and 
optimization on the target architecture. 

Benefits for SME 

The current limitations of the Axyon Platform in terms of computational efficiency and support for 
large training jobs distribution do not allow the company to offer solutions and services that involve 
very large datasets. For example, projects involving credit card transactions fraud detection, or in 
general involving large activity logs, represent at the same time a great potential and an out-of-
reach challenge for the company. 

The optimisation of the Axyon Platform to support large datasets in an efficient way, thanks to the 
support of PRACE expertise, and the possibility to test advanced infrastructure, would allow 
Axyon AI to extend its services coverage, also reducing the time needed to develop predictive 
models for problems already covered. In the company estimates, it would increase the yearly 
number of pilot projects by approximately 25%, with a potential increase in employment of 30%. 
Service quality would benefit, allowing Axyon to deepen its relationship with clients and partners. 

A quantitative evaluation of the economic impact of the project will be done at the end of the 
project and reported in the final white paper. 

Lessons learned 

The project is still ongoing. 

The collaboration between and the company is rich and fruitful, with a constant feedback loop in 
both directions. The company particularly appreciated the availability of PRACE technicians to 
organize periodic visits and ad-hoc trainings in the company premises. This was considered 
particularly effective to introduce HPC techniques awareness in the company.  
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3.4.2 Vision-e (Italy): Deep Tile Inspection 

Overview 

Project Partners: 

• Rudy Melli, Vision-e  
• Eric Pascolo, CINECA 
• Claudio Arlandini, CINECA 

Vision-e is a Spin-Off of Università degli Studi di Modena e Reggio Emilia focused on studying, 
designing and developing computer vision systems and algorithms for custom industrial 
application of quality inspection. In the last ten years, it has studied and developed a tiles inspection 
system software based on computer vision to detect surface defects of ceramic tiles on production 
lines. 

One of the main problems for tile inspection systems, is the big variety of ceramic tiles that change 
in terms of colours, glossiness, texture or structures and each single product has dozens or hundreds 
of different surfaces (the shape above the ceramics). So, it’s critical to classify correctly which 
surface belongs to each tile captured before to find defects. 

The biggest challenge is the training process in which the system creates a memory (model) of each 
different surface. 

Current training algorithms are based on classic computer vision and for tiny variations they cannot 
group correctly the surfaces and need human action to verify and correct the tile’s surfaces 
classification, a “semi-automatic” process. 

The goal of this project is to automate completely the training process, using a deep learning 
approach that should increase significantly the performance and the effectiveness with a big impact 
on defects detection. 

Activity performed 

The software was installed on the target system, the PRACE CINECA D.A.V.I.D.E. cluster, and 
examples, test cases and benchmarks were provided. Benchmarks were performed, and the code 
profiled to identify bottlenecks.  

Testing of training of different deep networks to identify the best one in terms of performance is 
now underway. 

PRACE cooperation 

CINECA, on behalf of PRACE, provided first of all machine access to the D.A.V.I.D.E. system 
(ca 300,000 core-hours) and coaching in use of the HPC system, especially in how to exploit a 
multi-GPU equipped cluster. 

Benefits for SME 

This project aims to increase the quality of the tiles inspection system integrating state of the art 
Deep Learning algorithms to create a powerful and strengthened inspection system. These new 
approaches will allow the SME to increase effectively the defects detection performance and, at 
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the same time, it will simplify the user experience automating completely the training process with 
the artificial intelligence using a pre-trained model of knowledge. 

With the result of this project, Vision-e can offer a product, at present not on the market that does 
not need skilled operators to setup and that increases its performance. This increases the market 
share and service quality and can also drastically reduce the testing time of a system installed at a 
new customer reducing the start-up cost and increasing the revenue. 

Lessons learned 

The project is still ongoing. 

The project is proceeding slowly, because the feedback from the company is low. While the interest 
of the company remains high, since the company is small, and the SHAPE project unfunded, the 
effort of the company’s technicians skilled in AI techniques is concentrated on activities for 
revenue-relevant commercial contracts. 

3.4.3 Briggs Automotive Company (UK): Parallel CFD for single-seat supercar design 

Overview 

Project Partners: 

• Neill Briggs, Briggs Automotive Company Ltd (BAC) 
• Greg Cartland-Glover, Hartree Centre, STFC Daresbury Laboratory 
• Andrew Sunderland, Hartree Centre, STFC Daresbury Laboratory 

Briggs Automotive Company (BAC) is the UK manufacturer behind the Mono, the world’s only 
road-legal, single-seat supercar. The Mono has been designed, engineered and managed by experts 
with backgrounds in several leading automotive, high-end supercar and motorsport brands. The 
company has already achieved several world firsts – such as the use of graphene on a car’s body 
and the implementation of hybrid carbon-composite wheels. BAC’s integration of advanced design 
and engineering with ground-breaking innovation will enable it to follow the success of Mono with 
other focused, intelligent and exciting products.  

This project aims to apply computational meshing tools to a CAD-based representation of the Mono 
supercar in order to develop an accurate high-quality unstructured mesh to enable computation 
fluid dynamics (CFD)-based analysis. Parallel CFD software will then be applied to this dataset, 
exploiting large-scale computational resources to compute the high-resolution aerodynamic flow 
around the car. The parallel runs will focus on analysing certain design features of the Mono 
supercar, with a view to improving the performance and efficiency of future models.  

Activity performed 

The overall goals of the project are:  

• Develop a Computational Mesh: Based on an initial CAD representation of the Mono 
Supercar; 

• Parallel Runs and benchmarking: Apply parallel CFD software to the computational mesh 
on HPC cluster/supercomputer, with performance tuning; 
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• Design: Design-focused parallel CFD runs to analyse supercar design choices.  

To date, work has mainly focused on developing a high-resolution computational mesh that 
represents accurately the detailed topography of the car. An initial computational mesh of over 1 
million cells has been computed. Moving reference frames have been used to model the wheels 
and porous regions have been added to represent the radiators. Refining the mesh further, many 
bolt-holes and inlet pipes into the body work, engine and gear box have been found, where air 
could collect and cause the solution to diverge.  

Development has used snappyHexMesh parallel software for generating the meshes. Large-scale 
parallel runs have been completed using a Bull Sequana X1000 supercomputer, comprising of Intel 
Xeon Phis and Intel Xeon nodes. 

PRACE cooperation 

PRACE has provided 6 PMs of manpower resources for the project in order to fund the technical 
work and project management. High-level project guidance has been provided by the PRACE 
WP7.1B Task Leader. 

Benefits for SME 

In order for BAC to compete in the supercar market place, it is important to its continued business 
success that it can access, harness and exploit the computational tools available within this project 
which will help to road map and develop its research and development simulation future and 
generate key, highly skilled jobs. Furthermore, the aerodynamic information gained will be vital to 
understand, optimise and develop future variants of the Mono and reduce the time to market, 
maintaining BAC’s “first mover” advantage with any new technology developed. Crucially, it will 
also help the company to set the foundations in place for the development of an all new car within 
three to four years and establish computational processes required to guarantee success, sustain 
BAC’s business growth and access additional export markets to meet global sales demand. 

Summarising, the project hopes to help secure the current workforce, create further employment 
opportunities across a variety of skill levels not only in the Product Development department but 
additionally in Production, Service and After Sales further increasing the companies’ customer 
quality relationship and engagement. 

Follow-on work to the SHAPE project may involve further collaboration with BAC using the 
Hartree Centre’s virtual wind tunnel technology, where multiple steps (e.g. meshing, computation, 
visualisation) in the simulation process are undertaken within a comprehensive automated 
workflow framework.    

Lessons learned 

What worked: 

• Discussions with BAC - they were accommodating on waiting for mesh convergence. 
• Conversion of the step geometries to stl files readable by OpenFOAM tools worked well.  
• Low resolution cases ran well. The accuracy for the drag coefficient was good. 
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What did not work: 

• Step geometries of the car given by the company were not watertight. This required several 
iterations with the company. The main difficulties were in the engine and gearbox with 
CAD geometries received from the manufacturer’s of these parts.   

• High resolution was required to obtain convergence in the lift force. This delayed the 
progress of the project, as the higher resolution mean led to bad size problems with the 
default OpenFOAM-6.0 and Scotch-6.0, which were compiled with 32-bit integers. 

• Both Scotch and OpenFOAM-6.0 need to be compiled with 64 bit integers for massively 
parallel calculations in excess of several hundred million cells. 

• SnappyHexMesh could only be performed on the Intel-Xeon half of the cluster as the run 
time was significantly increased for higher resolution cases. 

3.4.4 Polyhedra (Spain): HPC optimisation of SDLPS distributed simulator 

Overview 

Project Partners: 

• Pau Fonseca i Casas, Polyhedra Tech SL 
• Iza Romanowska, BSC  

Polyhedra Tech SL builds simulation tools to aid small and medium size businesses partners in 
optimizing their day-to-day operations and increase their performance. Their expertise includes: 
optimization of energy systems in terms of energy efficiency, consultancy for construction 
industry, and sustainability services and other. The core of the business model is the use of SDL as 
a modelling language and the SDLPS, a distributed simulator enabling automatic translation of 
models defined using SDL into working simulations which can then be parallelized. 

The SDLPS is a simulator that allows the definition of the models using SDL language. This 
definition is complete and represents the model behaviour and structure, allowing its simulation 
without the need for implementing the model, while at the same time simplifying the validation 
and verification processes. The aim of the project is twofold. First, to investigate novel 
parallelization strategies that can leverage an HPC platform such as MareNostrum IV to accelerate 
the simulator runtime. Second, to test, benchmark and optimise the simulator on social science 
models requiring different parallelization paradigms. Therefore, opening the HPC capacity to a 
new group of users while at the same time increasing the robustness of their software by improving 
the level of documentation, verification and validation of the models.  

Activity performed 

A brief description of the technical work performed in the project and an overview of the results 
(so far, if not completed) is shown in the form of a table. Where appropriate the white paper will 
provide more detailed information. 

The planned work is being performed in the following phases: 
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 Task Task Description Status 

1 System handover The SDLPS will be handed over to the 
PRACE expert. The team leaders will 
spend time getting to know the SDL 
language  

Completed 

2 Runtime analysis Understand the simulator workflow and the 
technologies used to implement it 

a. Implementation of 
SDPLS on 
MareNostrum IV 
(BSC 
supercomputer) - 
completed 

b. Stabilisation of 
execution – in 
progress 

3 Runtime 
optimisation 

Investigate the feasibility of parallelizing 
the simulator using traditional 
parallelization schemes using OpenMP and 
MPI. Develop a proof-of-concept 
implementation using these technologies.  

Pending 

4 Model 
implementation 

A classic social science model (‘Artificial 
Anastazi’) will be implemented in SDL, 
translated into compilable code and run on 
MareNostrum IV 

a. Model 
implementation in 
UML – completed 

b. Model translation 
to SDL – 
completed 

c. Model verification 
– in progress 

5 Benchmarking Different ways of parallelizing of the 
model will be tested and benchmarked. 
Scalability analysis will be undertaken.  

a. benchmarking 
outside of SDLPS – 
completed 

b. benchmarking of 
the model - pending 

6 Documentation 
and dissemination 

The social science team leaders will 
prepare documentation and tutorials for the 
end users (both commercial and academic) 

Pending 
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with regard to their level of technical 
expertise 

7 Report Produce the final report and a publication Pending 

 

PRACE cooperation 

Experts from the BSC have worked on all of the above tasks including the implementation of the 
SDLPS framework on the MareNostrum IV, translation of the simulation serving as the case study 
and managing the project.  

Benefits for SME 

• Business case for the project: The runtime optimization and backend compatibility will 
streamline the SDLPS parallelization capacity and significantly increase its attractiveness 
and usability for end users with different HPC capacities and different levels of HPC 
expertise available to them. The testing and integration of social science models will extend 
the target audience of the simulator. Wider application of the SDL (a formal, graphical, 
unambiguous and complete modelling language) has potential for streamlining, automating 
and documenting the process of simulation design and development among non-academic 
and within academic fields where the level of computational expertise is low. 

• Expected outcomes of the project, any potential return on investment, follow-on work, 
future actions, etc.: The project is the first step in opening up the SDL language capacity to 
a new set of clients while providing them with an access to state-of-the-art technology 
which was previously unavailable. It is predicted that this optimization will multiply the 
number of clients and enable the company to diversify therefore increasing its resilience in 
case of market upheavals as well as creating and opening up new positions. Follow on work 
is planned, but the exact nature of it is still to be decided.  

Lessons learned 

Purpose of this section is to feed back into the SHAPE process: 

What worked 

• The interdisciplinary nature of the team (composed of engineers, HPC specialists and social 
scientists) has been recognised from the start of the project. To counteract potential 
communication problems it was decided to convey a bi-weekly meeting involving all 
parties regardless of the topics discussed. This has proven useful in identifying potential 
blocks early on and working together to solve issues.  

What didn’t work 

• Currently we have nothing to report.  
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3.4.5 FLUIDDA (Belgium): HPC simulation of particles deposition in human airways 

Overview 

Project Partners: 

• Wim Vos, Fluidda 
• Beatriz Equzkitza, Constantine Butakoff, BSC 

FLUIDDA is a world leader in the field of Functional Respiratory Imaging (FRI) research and 
development. The company’s proprietary FRI technology offers pharmaceutical companies and 
healthcare providers a unique entry point into personalized medicine for patients suffering from 
respiratory diseases and sleep-related breathing disorders. Implementation of FRI in the clinical 
practice creates significant added value to the current healthcare standard in the respiratory field. 

In the proposal, HPC simulations of particle deposition in human airways are performed and 
validated. Different patient specific cases will be considered. Computational meshes for each case 
will be constructed from medical images, simulations for different kinds of particles and inflow 
conditions will be performed. The final goal of the project is to optimise the HPC simulation code, 
to validate its results and to establish a pipeline to enable the use of HPC resources in the company 
workflow. The code to be used is Alya, which is part of the benchmark suite of PRACE. 

Activity performed 

So far FLUIDDA has provided BSC with: a patient-specific geometry of patient airways up to 10th 
generation in some areas, the measurements of flowrates in the main bronchial branches, particle 
deposition results produced by the commercial software used by FLUIDDA. Using the provided 
geometry, BSC constructed a computational mesh and carried out CFD simulations with Large 
Eddy Simulations turbulence model using the provided particle parameters, distribution and 
injection rate. The CFD parameters were adjusted to match the flowrates provided by the in vivo 
measurements. Currently BSC is analysing the deposition patterns to compare to the results 
provided by FLUIDDA.  

The final mesh has 6,697,178 elements, and the simulation of 1 second of flow with the time step 
2.5e-04s (largest time step where the flow would not diverge) took 336 cpus (using MPI) and 20 
hours.  

PRACE cooperation 

PRACE was involved by providing 240,000 computational hours on the MareNostrum IV 
supercomputer (Barcelona, Spain) 

Benefits for SME 

Accurate computer simulations are a very important success factor before taking prototypes to full-
scale medical devices. They provide the best way to improve the technology before manufacturing 
and could also give deeper knowledge of the physics governing the device and its behaviour in 
patients.  

With the help of HPC resources, optimal services will be at hand. FLUIDDA is a company that 
offers services to medical device manufacturers and pharmaceutical industry to improve their 
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inhalers and nebulizers. So far, they have been using commercial simulation software to provide 
their services. However, it falls short when accuracy in large-scale problems is required and this 
service scenario is more and more frequent. Moreover, when commercial software is used, particle 
transport and deposition is both inaccurate and inefficient. It is expected that Alya covers all these 
issues. 

A successful completion of the project could lead to new customers and services. With it, the SME 
will demonstrate to biomedical industry the importance of the use of such a simulation package to 
attack this problem, which is directly linked to improving the quality of life of so many people. It 
will open wide FLUIDDA’s market and services span.   

Lessons learned 

• In the process of executing the project, BSC has discovered that the provided geometry 
appeared to have narrowing of the distal bronchi in some areas of the lung. That led to a 
necessity to consider several strategies of constructing the computational mesh. Given that 
Alya uses the FEM, care had to be taken to ensure sufficient mesh resolution in the interior 
of the narrowings.  

• After running the simulations where constant inlet velocity (corresponding to the measured 
flowrate) was imposed, it was observed that the outlet flowrates in one of the pulmonary 
lobes was much higher than measured, while in the others the match was more accurate. As 
a first attempt to match the flowrates to the measured flowrates, Alya was reprogrammed 
to incorporate flowrate boundary conditions. However imposing flowrates on the inlets and 
outlets resulted in difficulties in model convergence. This difficulty can be easily explained 
by the fact that the geometrical model does not explain the flowrates observed in the patient. 
It appears that the pulmonary lobe where the simulations provided higher flowrate than the 
measured ones might have some sort of obstruction in the brionchi of the higher generations 
(that were impossible to image due to their small diameter). As a consequence, it was 
decided to impose pressure boundary conditions on the outlet instead of flowrate, to mimic 
elevated resistance to the air flow in the real lungs. The latter allowed to match the observed 
flowrates. This observation allowed us to see whether the patient might have some 
pulmonary problem in a specific lobe by comparing the observed flowrates to the measured 
flowrates. 

• Initial simulations were carried out using slip-wall conditions of the inhalation device 
geometry. However due to a very high velocity and complexity of the flow in the device, 
the majority of the particles had difficulty advancing along the walls. Therefore the wall 
law was changed to reflection (particles hitting the wall would bounce back). The latter 
allowed for a much more accurate particle behaviour making all the particles leave the 
device into the mouth cavity.  

3.4.6 Energy Way (Italy): An HPC framework for training Energy Trading models) 

Overview 

Project Partners: 

• Davide Montanari, EnergyWay 



D7.2                                                                  Final Report on Applications Enabling Services 
 

PRACE-5IP- EINFRA-730913 72 23.04.2019 

• Eric Pascolo, CINECA 
• Claudio Arlandini, CINECA 

Founded in Modena in 2014, Energy Way is a Data Science company that has already gained 
several awards. The company developed advanced mathematical models to enhance companies’ 
efficiency and improve their sustainability. To do this, a big set of analytical data in a framework 
is collected to visualize variables in different colours and dimensions, creating a sort of intuitive 
map interface to analyse variables’ correlations that influence a phenomenon. What is innovative 
is that exploiting this map, it is possible to focus not on strong correlations but on weak ones which 
allow the company’s customers to achieve better knowledge and efficiency. 

The scope of the project is to create a software framework whose aim is to forecast the imbalance 
of the Italian electrical energy segment. This kind of framework has the ambition to become a tool 
to support decision makers in the field of energetic trading. In order to reach this goal, the 
application uses machine learning and deep learning models, all trained and validated in parallel. 
At the end of the validation process, only the best models for each energy market will be kept. 

Activity performed 

The project has just started, the detailed work plan is in preparation. 

PRACE cooperation 

CINECA, on behalf of PRACE, will provide first of all machine access to the D.A.V.I.D.E. system 
(ca 300,000 core-hours) and coaching in the use of the HPC system. PRACE would then enable 
the SME to refactor their existing application code so that it fully takes advantage of an HPC 
environment. 

Benefits for SME 

A key part of the process which ultimately leads to the forecast of the energetic imbalance (final 
output of the application) is the usage of machine/deep learning models, periodically retrained and 
cherry-picked after a non-exhaustive search in hyperparameter space. 

Having access to PRACE resources and expertise would allow the tool to explore the 
hyperparameter space of the models in a quicker and more efficient way and, consequently, 
optimize and broaden the scope of the service: a more powerful infrastructure is beneficial to the 
challenge both in commercial (possibility to explore more markets) and scientific areas (possibility 
to improve the accuracy of the models and therefore better explain the underlying market 
phenomena). 

The PRACE project would allow the SME, thanks to the support from experts, to enable the 
application to exploit HPC and, at the same time, overcome the current limitations both in terms of 
computing power and memory availability. 

The main benefits expected from the project are a reduced time to market for what concerns new 
fields and products (Energy Way may, for instance, decide to explore different financial markets 
with respect to the energetic one: having an HPC infrastructure to quickly train and validate the 
models would be vital in order to provide customers with a product as soon as possible). 

Lessons learned 
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The project has only recently started. 

3.4.7 Summary of lessons learned 

This section summarises the “lessons learned” arising from the project reports and attempts to 
identify common themes. These will be fed back in to SHAPE and more generally PRACE to help 
improve existing programmes and identify if other programmes need to be created. The list here 
contains most of the lessons learned from PRACE-5IP D7.1 [2] where they are still relevant. These 
are already taken into account, where appropriate, when undertaking projects. The list has been 
added to using the lessons learnt from the projects reported on here. 

• Flexibility – it can be hard for SMEs to be responsive to short timescales and they will often 
have to prioritise immediate revenue making work – the SHAPE project, while important 
to the SME, may not be on their critical path and thus there may be delays in responding. 
Partners should be aware of this in advance and be prepared to accommodate/mitigate this 
via, for example, a work plan with clear staged tasks, or ensuring the PRACE partner has 
other work which can be done whilst waiting for a response. 

• Expectation management – an SME’s experience with gaining access to compute resources 
pre-SHAPE may greatly differ from that of accessing an HPC centre. For instance, it is 
unlikely that jobs can be prioritised on a large shared HPC resource. Such limitations should 
be highlighted at the start of the project. 

• Machine access – as noted earlier, it is easy for delays to happen in SHAPE projects due to 
the nature of working with small companies, issues arising etc. However, machine time is 
often granted within PRACE with a “use-by” date, which does not fit in well with being 
flexible – indeed, if the compute time is not used within time, it may be withdrawn and 
cannot be rolled over (this policy varies across centres) which has caused difficulties for 
some of our SHAPE SMEs. 

• Planning – having a clear plan at the start helps all those involved, including details of 
expectations on partners in terms of meetings, deliverables etc. Regular meetings are clearly 
of benefit. 

• Training – SMEs should be made aware of the training opportunities offered by PRACE 
and the partners which are often free for industry attendees. 

3.5 SHAPE: Ninth call 

We plan to open the ninth SHAPE call on 1st April 2019 with a closing date of Friday 31st May. 
We expect to use the same process for applying to SHAPE and reviewing applications as for the 
eighth call. Longer-term plans are included in the next section. 

3.6 SHAPE: future 

As PRACE-5IP draws to a close, ongoing SHAPE projects and projects selected under the ninth 
call will run under PRACE-6IP. SHAPE is perceived as a positive programme but there are always 
ways in which the programme can be improved and better promoted. In particular we are very keen 
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to increase the number of proposals and the number of countries which proposals come from. We 
are presently exploring ways of making SHAPE effort available in a more flexible manner to 
encourage the promotion of SHAPE to countries that may not have SHAPE effort assigned via 
PRACE work packages. A pilot call is being planned in PRACE-6IP. 

We are strengthening the links between SHAPE and the Industry Advisory Committee (IAC) in 
order to ensure SHAPE is being promoted broadly in both geographical and business domains. 
This will continue with the SHAPE co-ordinator working closely with the IAC and attending IAC 
meetings. 
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4 Summary 

Two parallel sub-tasks on application enabling services in Work Package 7 of PRACE-5IP have 
been described including final reports on the supported applications. These two activities have been 
organised into support projects formed on a basis of either scaling and optimisation support for 
Preparatory Access or SHAPE. 

4.1 Preparatory Access 

During PRACE-5IP Task 7.1.A successfully performed nine cut-offs for preparatory access 
including the associated review process and support for the approved projects. In total eight 
Preparatory Access type C and nine Preparatory Access type D projects have been supported or are 
currently supported by T7.1.A in PRACE-5IP. Eight projects were finally reported within this 
deliverable, three other were already reported in D7.1 [2]. 

The projects try to produce white papers by the end of the project phase. Approved white papers 
are published online on the PRACE RI web page [8]. Table 10 gives an overview of the status of 
the white papers for all finalized projects. 

Table 10: White paper status of the finalized PRACE-5IP PA projects 

Project ID White paper White paper status 

2010PA3673  No white paper produced 

2010PA3699 WP266: A numerical code for the 
study of water droplets growth, 
collision, coalescence and clustering 
inside turbulent warm cloud-clear air 
interfaces 

Published online [16] 

2010PA3745  No white paper produced 

2010PA3748 WP270: Extending the scalability and 
parallelization of SimuCoast code to 
hybrid CPU+GPU supercomputers 

Published online [10] 

2010PA3735 WP274: Automation of High-Fidelity 
CFD Analysis for Aircraft Design and 
Optimization 

Published online [11] 

2010PA3776 WP271: Optimizing ART: Radiative 
Transfer Forward Modeling code for 
Solar Observations with ALMA 

Published online [12] 

2010PA3954  No white paper produced 

2010PA4037  No white paper produced 

2010PA4064 WP269: Optimisation of EC-Earth 
3.2 model 

Published online [15] 

2010PA4147  White paper planned 

2010PA4506  White paper planned 
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4.2 SHAPE 

Within PRACE-5IP, the SHAPE programme has continued to assist SMEs in getting a foot on the 
HPC ladder to further their business. SMEs have reported a number of successes. For example, for 
the ten projects that completed around one year ago: 

• seven SMEs report they are now using HPC; 
• seven SMEs report an increase in the number of staff with HPC skills; 
• nine SMEs report an improvement in their business process, particularly a faster time to 

market and improved sales. 

To date forty-five SMEs have been helped using SHAPE effort and we expect this to continue into 
PRACE-6IP with more projects to be supported.  

The surveys we developed and sent out to both SMEs and PRACE partners have produced valuable 
information which can be used both to assess the business impacts of projects, and has also 
provided statistics and quotes which can be used in the future promotion of SHAPE. 

Almost all completed projects have produced, or are in the process of producing, white papers. 
Improvements to the industry section of the PRACE website have been made, and links between 
the PRACE IAC and SHAPE have been strengthened to help ensure the programme reaches a broad 
range of SMEs across Europe.  
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5 Appendix: SHAPE Follow-Up Survey 

This appendix contrasts the previous template report with the new survey questions. 

5.1 Previous Template Report 

This is the 2-page template that was sent to SMEs and Project partners last year 

PRACE 5IP WP7.1.B: Template for SHAPE project follow-up 

This document is a template to gather information from SMEs who have participated in SHAPE, 
to find out what impact taking part in SHAPE has had on their business, in the months following 
the conclusion of the work. The key aim of this follow-up is to address the recommendation from 
the EC reviewers, namely: 

“Get feedback from SMEs that participate in SHAPE to identify the benefits obtained through their 
use of HPC, through a specific set of KPIs.”  

The form should be completed jointly by the SME and their PRACE partner. The information 
gathered here will be reported in the SHAPE deliverable D7.1, which will ultimately be a public 
document available on the PRACE website. For your information, the previous deliverable which 
gathered such information can be found here (section 3.3 summarises the SHAPE follow-up 
reports): 

http://www.prace-ri.eu/IMG/pdf/D7.2_4ip.pdf 

We need to determine how taking part in the programme has affected the SMEs: are they continuing 
to use HPC following the SHAPE activity, what is their return on investment etc ... some KPIs 
(Key Performance Indicators) are included below, please use these to quantify the affect that 
SHAPE has had. 

Please fill in the template below, aiming for 1-2 pages. The sections contain guidelines for the 
information necessary for the deliverable, but feel free to elaborate if you think you have some 
additional relevant information to share. 

Once completed, please return it to the SHAPE co-ordinator 

Page 1 
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<SME name (country): Title of SHAPE project> 

Project details 
Project Start – End Dates e.g. 1st Feb 2016 – 31st January 2017 
PRACE Partner e.g. BSC 
PRACE effort (Person Months) e.g. 6 – the amount of human effort received from PRACE 
PRACE machine time e.g. Mare Nostrum, 100000 core hours 

 

Project overview 

Brief summary of the project – aim for 1-2 paragraphs capturing the main points: what is the 
SME’s business, what were the project goals, what was the business case for taking part in 
SHAPE, and what were the project outcomes. 

HPC usage 

Please include a discussion of the SMEs usage of HPC following the SHAPE project – has it 
impacted on how they do things, have they invested further in HPC, are they using their own 
systems or buying cycles elsewhere, are there plans to do more with HPC in the future, do they 
have expertise in-house now, will they seek HPC expertise elsewhere etc ... 

Business impact of the SHAPE project 

In this section please provide detail of the business impact of the SHAPE project for the SME. 
Where possible use the KPIs below to provide quantitative data for the impact of working with 
SHAPE: 

• New customer acquisition 
• Increase in Turnover 
• Return on Investment (ROI) 
• New products 
• New services 
• Access to new markets 
• Enhanced software features 
• Staff recruitment 

 
Did the project lead to a measurable return on investment – or at least a predicted return in the 
coming months? Has it affected the business process – cost reduction, faster time to market, more 
sales etc? Has it affected what the SME can offer customers? How do the actual project outcomes 
compare with the original business case? Fundamentally, has participation in SHAPE been of real 
value to the SME? Please discuss in this section. 

Page 2 
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5.2 Revised Partner Survey Questionnaire 

This is a transcript of the SHAPE project follow-up survey sent to PRACE partners 
(* compulsory questions): 
 

1. Name * 
 
 
 

2. Email * 
 

 

3. SME Name * 
 

 

4. Project Start 
 

 

5. Project End 
 

 

6. PRACE Project Partner 
 

 

7. PRACE effort 
(No. of person months) 

 

 

8. PRACE machine and time 
e.g. Mare Nostrum, 100000 core hours 

 

 

 

9. Has the project led to new or enhanced software features? 
� Yes 

Enter your answer 

Enter your answer 

Enter your answer 

Please input date in format of M/d/yyyy 

Please input date in format of M/d/yyyy 

 

Enter your answer 

This value must be a number 

Enter your answer 
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� No 

10. If yes, please give details 
 

 

 

11. What has been the technical impact of your project * 
Please select all that apply 

� Increase speed of software package 

� Increase number of data points 

� None 

   � 

12. Please describe any performance improvements made to the SME’s code * 
 

 

13. Final Comments 
Please give any other comments here 

 

 

Other 

Enter your answer 

Enter your answer 

Enter your answer 
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5.3 Revised SME survey Questionnaire 

This is a transcript of the SHAPE project follow-up survey sent to SMEs  
(* compulsory questions): 
 

1. Name * 
 

 

2. Email * 
 

 

3. SME Name * 
 

 

4. Were you using HPC before SHAPE? * 
� Yes 

� No 

5. With regard to your current HPC usage, are you * 
� Not using HPC at all 

� Using Cloud-based HPC Services 

� Using your own HPC Systems 

�  

6. Do you have plans to do more with HPC in the future? * 
� Yes 

� No 

7. If yes, please give details 
 

 

8. How many employees had an HPC background before the SHAPE project? * 
 

 

9. How many employees have an HPC background now? * 
 

 

Enter your answer 

Enter your answer 

Enter your answer 

Enter your answer 

This value must be a number 

This value must be a number 

Other 
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10. Will you seek HPC expertise from elsewhere? * 
� Yes 

� No 

11. If yes please give details 
 

 

12. Has your project led to a measurable return on investment, or a predicted return in the 
coming months? * 

� Yes 

  � No 

13. Please estimate increate in revenue since the project * 
Enter as a revenue increase figure with currency, or as a % increase 

 

 

14. How many new customers have been acquired due to your SHAPE project? * 
Enter as a number of new customers, or as a % increase in customers 

 

 

15. How has the SHAPE project affected your business process? * 
Select all that apply 

� Cost reduction 

� Faster time to market 

� More sales 

� Not at all 

�  

16. Has the project had an impact on staff recruitment, and if so, how? * 
 

 

17. What have been the main business outcomes of your project? * 
 

 

18. Fundamentally, has participation in SHAPE been of real value to your SME? * 

Enter your answer 

Enter your answer 

Enter your answer 

Enter your answer 

Enter your answer 

Other 
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� Yes 

� No 

19. If yes, please give details * 
 

 

20. Would you recommend SHAPE to other SMEs? * 
� Yes 

� No 

21. Are there any other benefits that have arisen from the SHAPE project, and if so please 
describe? * 

 

 

22. Do you have any other comments about this survey and the questions asked here? 
 

 

 

Enter your answer 

Enter your answer 

Enter your answer 
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