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Executive Summary 
This deliverable reports about the installation and the operation of the three prototypes delivered 
at the end of the PRACE Pre-Commercial Procurement (PCP). In the plans of the PRACE-4IP 
projects, the release of such prototypes was expected during the summer 2017. Delays in the 
procedure reduced the testing to the period from September to the end of November 2017. Due 
to this delay, the only feasible activity in terms of operation was to support to the installation 
on the premises and, more important, to make the prototypes available to the users. All the 
available time, thus, was spent in order to make it possible for PRACE users to access the 
resources as soon as possible, and to facilitate the operation of the systems. In this deliverable 
we explain how the systems were deployed on the chosen premises and how they were made 
accessible to the users. Then, we will briefly describe the plans for the future of the prototypes 
and their utilisation. 

1 Introduction 

This deliverable describes the work performed on the operation for the three pilot systems 
(prototypes) delivered in the Phase III of the PRACE Pre-Commercial Procurement. The target 
of the PCP was to perform R&D on a “Whole system design for energy efficient HPC”. ”. This 
deliverable describes exclusively the work made on the PCP prototypes during the extension of 
the PRACE-4IP project. In particular, this work consisted in the support to the installation and 
deployment of the hardware provided at the end of the PCP. The PCP lasted for 4 years, at the 
end of which 3 contractors (i.e. ATOS-Bull, E4 and Maxeler) were selected with three different 
design architectures. At the end of the PCP the three contractors delivered three pilot systems 
that were installed respectively: 

• ATOS-Bull system in CINES (Montpellier, France) 
• E4 system in CINECA (Bologna, Italy) 
• Maxeler system in JSC (Julich, Germany) 

According to the original plans, the installation of the three prototypes was scheduled at the 
beginning of the summer of 2017 (June-July). Due to several delays, the installation of all the 
three system was shifted to the following months, between September (ATOS-Bull) and 
November (E4 and Maxeler). As a consequence of this delay, the only feasible activity of a 
operational nature, within the time-frame of the PRACE-4IP project, was mainly to support the 
installation and the grant of access to the PRACE users. It should be also considered that, 
according to the PCP contract, the property of the systems, and hence their management, 
belonged to the three contractors until the date of the 30.11.2017, when the final documents of 
the PCP were delivered. For this reason, for a long time, any kind of operation activity was 
necessarily performed jointly between the ATOS-Bull/E4/Maxeler teams and the PRACE 
compute-center personnel.  

In this document we describe the features of the three prototypes, the support to the installation 
on the three premises, performed in collaboration with the staff of the system manufacturers, 
and, finally, how we granted access to the users. We also briefly describe the plans for the next 
future of the three prototypes, their integration and their exploitation by the users’ community. 
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2 Description of the prototypes 

In this section we describe three prototypes and the support to the operations provided by the 
PRACE project. In particular, we describe the installation phase, the availability to the users 
and the plans for the exploitation in the next future. 

2.1 Atos-Bull prototype (CINES) 

The ATOS/Bull bid, as part of the third phase of PRACE-3IP PCP, was to provide a Sequana 
based Pilot System to be hosted in the CINES datacenter in Montpellier (France), in order to 
port and optimize PRACE applications, develop prototypes of Energy efficiency oriented tools, 
integrate all prototypes in a “production-like” system, and eventually validate these tools with 
PRACE applications. 

 

 
Figure 1: The Sequana cabinet 

 

2.1.1 Description of the pilot system 
 
This PCP-pilot system is made of one rack equipped with 56 Bull Sequana X1210 Intel® 
Xeon™ “Knights Landing” blades. Each blade includes three compute nodes: 

• three identical mother boards (Intel® Groveport platform), one per Intel® Xeon-Phi™ 
node 

• Identical mezzanine boards for IO connection (InfiniBand EDR), one per Intel Xeon-
Phi node; 

• one shared cold plate to cool all components in the blade (including the I/O); 
• Storage is provided by HDD/SDD located in the ISMA server and shared through 

Ethernet integrated network. 

 

 
Figure 2: The Sequana blades 
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In total, the cluster provides a total of 168 compute nodes. 

• one Intel® Xeon-Phi™ Knights Landing 7250 16GB GDDR5 215W Passive; 
• six 16GB@2400MT/s DDR4 DIMMs; 
• one onboard Integrated Management Controller (IBMC – Emulex Pilot3 SoC); 
• thirty-two PCIe lanes routed to the mezzanine PCIe connectors to implement one or two 

interconnect channels, each supporting 100Gb/s, to be connected to L1 interconnect 
switch inside Bull Sequana X1000 switch cabinet. Only one EDR channel is used in the 
proposed solution; 

• one FRU EEPROM for traceability; 
• each node hosts an HDEEM FPGA to provide accurate and high frequency power 

measurement. This component is key for the PCP project. 

In addition, new hardware technologies (i.e. water-cooled PSU prototypes) have been installed 
in the rack to have the first 100% water-cooled system in production. 

2.1.2 Support to the installation on the premises 
 
The installation of the prototype started in April when the hardware was delivered in the CINES 
premises. The main activities for CINES staff were to integrate the new environment in the 
existing infrastructure: 

• Cooling and power (acquisition and deployment of sensors and other hardware for 
power consumption external measurement, development of tools to agregate data and 
generate statistics), 

• Common services (network, email, DNS, LDAP, ticketing system, etc.) 
• Security (firewall setup, IP filtering, etc.). 

The deployment was completed by September, and the system was made available to project 
users for testing. 

Over this period, the CINES Sysadmin and Support teams have received several requests for 
assistance: 

• 14 tickets for application support : compilation issues, MPI errors, modules availability, 
etc.; 

• 37 tickets for system administration: connection problems, workload manager 
configuration, nodes failures, energy measurement issues, etc. 

 

Jun.17 Jul.17 Aug.17 Sep.17 Oct.17 Nov.17 Dec.17
PCP Admin 1 14 3 4 6 9 0
PCP Support 0 1 2 5 4 2 0
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Figure 3: Number of tickets opened to the application and system support 
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The average time for the first response following the trouble ticket creation was less than twelve 
hours. 90% of the issues raised over the period have now been fixed and closed. Note that there 
is no specific Service Level Agreement in place, as the cluster is not yet considered as in 
production.  

2.1.3 Availability to the users 
 
The first months of operations were dedicated tot he ATOS-Bull R&D teams to install software 
and tools (Bull Energy Optimizer – BEO, Bull Dynamic Power Optimizer – BDPO, HDEEViz 
- power consumption visualization tool and an energy oriented plugin for SLURM based on 
adaptive scheduling), and validate the stability and readiness of the environement. 
  
At the beginning of October, a workshop for the EoCoE community 
(http://www.eocoe.eu/events/scientific-applications-towards-exascale) was organized at CINES and 
with the pilot system. During the hands-on session, BEO, HDEEViz and SLURM energy plugin 
were presented and evaluated by a group of selected user. The feedback was rather positive, as 
the proposed tools were considered as useful to understand the power consumption behavior of 
their own applications. 
 
The cluster is now available for PCP users, and there are currently 48 logins registered on the 
system, split in three different categories: 
 
ATOS-Bull CINES PCP-Others 
8 7 33 

 
The first benchmarks (ALYA, Code_Saturne, CP2K, GADGET, GPAW, GROMACS, NAMD, 
NEMO, PFARM, QCD, Quantum Espresso, Specfem3D_Globe) have been executed as part of 
the WP7 PRACE-4IP extension program – accelerated benchmark suite - in November. Results 
will be integrated to the D7.7 deliverable (performance and energy metrics on PCP systems). 
 

2.1.3 Future plans 
 
Access to the prototype should be continued over 2018 through the Preparatory Access process. 
This will be confirmed by the PRACE PCP GOP (Group of Procurers) 
 

2.2 E4 prototype (CINECA) 

The prototype engineered by E4 is codenamed as D.A.V.I.D.E. (i.e. Development of an Added-
Value Infrastructure Designed in Europe). It is based an OpenPower architecture design with 
compute nodes deriving from the IBM Minsky platforms. Differently from the original Minsky 
server, which is air cooled, in D.A.V.I.D.E. a better energy efficiency is reached by liquid 
cooling for CPUs, GPUs and memory. 
 

2.2.1 Description of the pilot system 
 
D.A.V.I.D.E. is composed by 45 nodes connected with an Infiniband EDR 100 Gb/s 
networking, with a peak performance of 990 TFlops and an estimated power consumption of 
less than 2kW per node. Each node is a 2 OU OCP form factor and hosts two IBM POWER8 

http://www.eocoe.eu/events/scientific-applications-towards-exascale
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Processors with NVIDIA NVLink and four Tesla P100 data-center GPUs, with the intra-node 
communication layout optimized for best performance. 
 

 
Figure 4: Schematic summary of the features of the D.A.V.I.D.E. prototype 

 
The compute node is: 

• Derived from the IBM® POWER8 System S822LC (codename Minsky).  
• 2 OU 21” Open Rack Enclosure with integrated piping & power distribution.  
• Power8-based node in OCP form-factor, with leading edge features specifically 

engineered for HPC workloads.  
• Two IBM POWER8 with NVlink and four NVIDIA Tesla P100 HSXM2.  
• Differently from Minsky, DAVIDE uses direct liquid cooling for CPUs and GPUs.  
• Each compute node has a peak performance of 22 TFLOPS and a power consumption 

of less than 2kW.  

The cooling is: 

• Direct hot‐water cooling (about 27 °C) for the CPUs and GPUs.  
• Extremely flexible and requiring minor modifications of the infrastructure.  
• Each rack has an independent liquid‐liquid or liquid/air heat exchanger unit with 

redundant pumps.  
• The system has internal pumps on the GPUs. Each Rack has its CDU.  
• The compute nodes are connected to the heat exchanger through pipes and a side bar 

for water distribution.  

The system is accelerated with a GPU system: 

• The system is coupled with four NVIDIA Tesla P100 HSMX2 per node with 
NVLINK interconnect, to deliver performance for the most demanding compute 
applications, providing:  

o 5.3 TFLOPS of double precision floating point (FP64) performance  
o 10.6 TFLOPS of single precision (FP32) performance  
o 21.2 TFLOPS of half‐precision (FP16) performance  
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Figure 5: he NVIDIA Tesla P100 GPU integrated in the E4 prototype 

 
A single link supports up to 40 GB/s of Bidirectional Bandwidth. The NVLink 
implementation in NVIDIA Tesla P100 supports up to four links, enabling ganged 
configurations with aggregate maximum bidirectional bandwidth of 160 GB/sec.  
 

2.2.2 Support to the installation on the premises 
 
The E4 Pilot System, named D.A.V.I.D.E. was assembled in the E4 facilities in Reggio Emilia. 
Thus, once the system was preliminarly tested, it was moved on the CINECA premises in the 
timeframe September-October 2017. 

The operation support was provided by CINECA specialists who took contact with the E4 team 
since February 2017. During this timeframe, the movement and installation of the D.A.V.I.D.E. 
racks was accurately planned. During the planning phase, several joint meetings between the 
two teams and site inspections took place.  

Together with the CINECA technical team, we agreed on the disposal of the 4 racks (1 for the 
Mellanox switches and login nodes, 3 for the compute nodes) on the datacentre. Also, the 
technical team had to perform an analysis of the power supply to the Pilot System. The cooling 
system of the pilot system took advantage of the already present system for the MARCONI 
(rear-cooled).  
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Figure 6: Layout of a D.A.V.I.D.E. rack in the final configuration. 

 
Since the PCP contract had not specifications about the provision of a storage infrastructure, 
the whole planning about the choice of the storage was in charge to the CINECA sysadmins. 
The final choice was to provide a NFS with a capacity of 100TB relying on the pre-existing 
CINECA facilities. On the near future, there is a plan to exploit a new storage system with 
BeeGFS technology. 

In order to make a quick availability of the system to the users, two login nodes were made 
available through a public IP address. 

 

2.2.3 Availability to the users  
 
One of the most urgent activities, once the system was deployed in the CINECA facilities, was 
to make it available to the users. According to the schedules, the system was managed by the 
E4 team until the release of the deliverables of the Phase III of the PCP, i.e. 30/11/2017. 
However, CINECA and E4 staff agreed to open the system to the external users prior to this 
deadline. This permitted to test the system and, more important, to make the system accessible 
to the PRACE team. 

Since, during this period of time, the system was not under any kind or shared directory access 
(i.e. LDAP), the creation of the accounts on this machine was synchronized between the staff 
of CINECA and E4. 
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Affiliation No. of accounts 

CINECA 11 

E4 5 

PRACE 12 

Unibo 3 

Others 14 

Total 45 

Table 1: Accounts created on D.A.V.I.D.E. during the pre-production phase, distributed by affiliation 
 
At the end of November 2017, we count 45 active users on D.A.V.I.D.E. of. Most of them are 
PRACE users (12) and CINECA staff (11). Other accounts were granted to the E4 staff, 
University of Bologna staff, and experts affiliated to other institutions. 

A module environment (v.3.2.10) is available at the time of the extension of this deliverable. 
The present structure of the modules is planned to change soon, with the management of the 
system moving from E4 to CINECA. The present version of the module environment only 
offers compilers (XL and Gnu) and production libraries (OpenMPI, Cuda, ESSL). This will 
increase with the porting of applications when time permits. 

 

2.2.4 Future plans 
 
Similarly to the other prototypes, this system will also be available to the PRACE users’ through 
a Preparatory Phase approach. This will be formalized and delivered in the PRACE boards in 
the first months of 2018. This system will also serve as a working platform for porting the most 
interesting applications for the users’ community in a Power+GPU architecture. This part of 
activity has been already started by the PRACE-4IP WP7. All the tools available on 
D.A.V.I.D.E. will also permit evaluation of the energy consumption of the submitted jobs, 
opening the perspectives on an energy awareness of the software engineering of the 
applications. 

 

2.3 Maxeler prototype (JSC) 

The Maxeler Pilot System hardware has been delivered on 20.10.2017 and immediately 
installed the days thereafter. The physical integration and base installation, which allowed for 
early user access, could be completed by 27.10.2017. 
 

2.1.3 Description of the prototype 
 
The Maxeler Pilot System comprises 3 different nodes: 

• MPC Node: A Maximum Performance Computing (MPC) server with MAX5 Data 
Flow Engine (DFE) cards 

• CPU Node: A node with high-end CPUs and a very large memory capacity for 
executing the code part that are not ported to the DFEs; and 
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• Head Node: A node serving as a head node that acts as a gateway to the Pilot System 
and provides a few management services. 

Each component is described in more detail in the following sub-sections.  

 

2.3.1.1 MPC node 
 

 
Figure 7: A Maxeler M5C card 

 
The MPC node is a server with 8 DFE cards. A MAX5C card as shown in Figure 7 has the 
following hardware features: 

• Xilinx VU9P FPGA 

• 42 MByte of „fast memory“ (FMEM) integrated into the FPGA 

• 48 GByte of „large memory“ (LMEM) attached to the FPGA 

• Custom ARM-based control board 
The DFE cards are interconnected by a propietary network called MaxRing. The node 
features a dual-port Infiniband FDR card to connect it to the CPU Node. 

2.3.1.2 CPU node 
The CPU node has the following hardware features: 

• 2 AMD 7601 EPYC CPUs (2*32 cores), 2.7 GHz 

• 1 TByte main memory 

• 9.6 TB SSD (data storage), 2*240 GB SSD (system) 

• 2x IB FDR ports for point-to-point connection to MPC Node 

• 1x 10GE port for point-to-point connection to Head Node 

2.3.1.3 Head node 
The head node serves mainly as gateway to the pilot system. It has the following hardware 
features: 

• AMD Opteron 6338P (12 cores), 2.3 GHz 

• 64 GByte main memory 

• 1 TB HDD 

• 1x 10GE port for point-to-point connection to the CPU Node 

• 1x 10GE port used as uplink to the data centre 
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2.3.1.4 Software components 
The following development tools are installed on Head Node and CPU Node: 

• Maxeler’s Eclipse-based integrated development environment (IDE) “MaxIDE”; 
• Maxeler’s compiler “MaxCompiler”; and 
• Xilinx’s  FPGA design suite Vivado. 

 

2.3.2 Support to the installation on the premises 
 
The hardware was delivered on 20.10.2017. In the context of the installation of the pilot 
system JSC staff was involved in the following tasks: 

• Physical installation of hardware in racks provided by JSC 
• Connecting hardware electrically and power-on 
• Connecting pilot system to network and network configuration 
• Integration into JSC central user management system 
• Setup wiki for hosting documentation (https://trac.version.fz-

juelich.de/reconfigurable) 

 

2.3.4 Availability to the users 
 
Shortly after hardware availability the system was made accessible to users through a manual 
procedure. The users had to send their SSH keys and were added to a local NIS-based user 
database. 

Meanwhile the Pilot System has been integrated with JSC’s central user management system. 
New users can apply through JSC’s central page for requesting accounts. The account 
application procedure includes a step where the applicant has to sign a usage agreement. Once 
the application has been approved, the account will be published internally through an LDAP 
service and a home directory is created on the Head Node. Once this step is completed, users 
can connect to the Head Node using an ssh key provided during the application procedure. 

 

2.3.5 Future plans 
 
The (relatively small) Maxeler Pilot System is planned to be integrated into a complex for 
reconfigurable computing and data analytics as shown in Figure 8. The other servers are already 
available at JSC and will provide the users with additional capabilities. In particular, a powerful 
server will be made available for building FPGA bitstreams, which is potentially a very CPU-
intensive task that benefits from a built server with a significant amount of main memory. 

During the next months it is planned to collaborate with Maxeler on providing training on the 
Pilot System with the goal of attracting more users within PRACE and beyond to explore the 
capabilities of the technology. This should lead to a broader range of applications, which can 
run on the Pilot System. 

It is furthermore planned to continue together with Maxeler efforts on enhancing the application 
porting efforts, which have so far been executed within the PCP. The goal is to facilitate 
interactions with relevant user communities, e.g. the Lattice Quantum Chromodynamics 
(LQCD) community, and to create libraries that can exploit the DFEs, which can be used by 
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scientists without mandating in-depth knowledge of the technology. Similar efforts for hiding 
hardware complexity are, e.g., ongoing in the context of graphics processing units (GPU).1 

 

 
Figure 8: Overview on the planned testbed for reconfigurable and data-intensive computing with the 
integrated Maxeler Pilot System. The components of the latter are shown by the dashed line. 
 

3 Conclusion 

In this deliverable we showed the operation performed on the three prototypes delivered at the 
end of the PRACE Pre-Commercial Procurement. The work presented in this deliverable 
concerns the activities performed during the extension of the PRACE 4IP project exclusively 
on the PCP prototypes. Due to the delays in the deployment of such prototypes, we were able 
to perform only a part of the planned activities before the end of the project. In particular, we 
choose to focus on activities aimed to permit to open the systems to the production as soon as 
possible. Also, according to the legal constraint of the PCP, until the end of November 2017, 
the administration of the three prototypes was up to the technical teams of the three contractos. 
As a consequence, the possibility to operate on these systems was quite limited. 

In this deliverable, we discussed the installation on the premises (CINES, CINECA and JSC) 
and the pre-production phase in which the accesses to PRACE users were granted.. We finally 
discussed the perspectives on the prototypes in the next months for a further integration and 
users’ exploitation of the three pilot systems. 

                                                 
1 See: https://lattice.github.io/quda/  

https://lattice.github.io/quda/
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