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Executive Summary 

This deliverable covers the activities from WP7 Task 7.1.A “Petascaling & Optimisation 
Support for Preparatory Access Projects” which is part of the PRACE-3IP extension1 phase. 
T7.1.A is a persistent service which provides code enabling and optimisation to European 
researchers as well as to commercial projects to make their applications ready for Tier-0 
systems. Projects can continuously apply for such services via the Preparatory Access Call 
type C (PA C). Seven PA C projects have been carried out during the PRACE-3IP extension. 
Additionally, a total of five projects have started in the current project phase but will continue 
beyond its end. The outcome of these projects is expected to be reported in a future PRACE 
implementation phase project. This report focuses on the optimizations done and results 
achieved by the completed projects during the PRACE-3IP extension. The statistics about the 
PA C calls as well as a description of the call organization itself is also included. The results 
of the completed projects are documented in white papers which are published on the 
PRACE-RI website [1]. 

 

1 Introduction 

Computational simulations have proved to be a promising way of finding answers to research 
problems from a wide range of scientific fields. However, such complex problems often have 
such high demands regarding the needed computation time that these cannot be met by 
conventional computer systems. Instead, supercomputers are the method of choice in today’s 
simulations. 

PRACE offers a wide range of different Tier-0 and Tier-1 architectures to the scientific 
community as well as to commercial projects. The efficient usage of such systems places high 
demands on the used software packages and in many cases advanced optimization work has to 
be applied to the code to make efficient use of the provided supercomputers. The complexity 
of supercomputers requires a high level of experience and advanced knowledge of different 
concepts regarding programming techniques, parallelization strategies, etc. Such demands 
often cannot be met by the applicants themselves and thus special assistance by 
supercomputing experts is essential. PRACE offers such a service through the Preparatory 
Access Call type C (PA C) for Tier-0 systems. PA C is managed by Task 7.1.A “Petascaling 
and Optimization Support for Preparatory Access Projects”. This includes the evaluation of 
the PA C proposals as well as the assignment of PRACE experts to these proposals. 
Furthermore, the support itself is provided and monitored within this task. Section 2.1 gives a 
more detailed description and facts on the usage of PA C in PRACE-3IP. The review process, 
the assignment of PRACE experts to the projects and the monitoring of the support work are 
detailed in Section 2.2, Section 2.3 and Section 2.4 respectively. The contents of Sections 2.2-
2.4 can already be found in deliverable D7.1.2 [2]. They are repeated here for completeness 
and the benefit of the reader. Section 2.5 gives an overview about the Preparatory Access type 
C projects covered in the 3IP extension.  The announcement of the call is described briefly in 
Section 2.6. Finally, the work done within the projects along with the outcome of the 
optimization work is presented in Section 2.7 and Section 2.8. The deliverable closes with a 
summary in Section 3 and points out the outcome of Task 7.1.A. 

                                                 
1 PRACE-3IP Extension denotes the period of M25-M31 extending the work of WP2 – WP7 by seven month in 
order to ensure a seamless and continuous support of the project for the PRACE RI prior to the planned start of 
the PRACE-4IP project in H2020 
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2 T7.1.A Petascaling & Optimisation Support for Preparatory 
Access Projects – Preparatory Access Calls 

Access to PRACE Tier-0 systems is managed through PRACE regular calls which are issued 
twice a year. To apply for Tier-0 resources the application must meet technical criteria 
concerning scaling capability, memory requirements, and runtime set up. There are many 
important scientific and commercial applications which do not meet these criteria today. To 
support the researchers PRACE offers the opportunity to test and optimize their applications 
on the envisaged Tier-0 system prior to applying for a regular production project. This is the 
purpose of the Preparatory Access Call. The PA Call allows for submission of proposals at 
any time whereby the review of these proposals takes place takes place every three months. 
This procedure is also referred to as Cut-off. Therefore, new projects can be admitted for 
preparatory purposes to PRACE Tier-0 systems once every quarter. It is possible to choose 
between three different types of access: 

 Type A is meant for code scalability tests the outcome of which is to be included in 
the proposal in a future PRACE Regular Call. Users receive a limited number of core 
hours; the allocation period is two months. 

 Type B is intended for code development and optimization by the user. Users get also 
a small number of core hours; the allocation period is 6 months. 

 Type C is also designed for code development and optimization with the core hours 
and the allocation period being the same as for Type B. The important difference is 
that Type C projects receive special assistance by PRACE experts to support the 
optimization requests. As well as access to the Tier-0 systems the applicants also 
apply for 1 to 6 PMs of supporting work to be performed by PRACE experts. 

 
The following Tier-0 systems were available for PA: 

 CURIE, BULL Bullx cluster at GENCI-CEA, France (thin, fat, and hybrid nodes are 
available) 

 FERMI, IBM Blue Gene/Q at CINECA, Italy 
 HORNET, Cray XC40 (GCS@HLRS, Germany), replacing HERMIT, CRAY XE6 
 MARENOSTRUM, IBM System X iDataplex at BSC, Spain 
 SUPERMUC, IBM System X iDataplex at GCS-LRZ, Germany 
 JUQUEEN, IBM Blue Gene/Q at GCS-JSC, Germany 
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for the report. 

Figure 2 gives an overview of the number of PMs assigned to the projects per Cut-off. In total 
36 PMs were made available to these projects. Dedicated PMs were partly utilized during 
PRACE-3IP as well as during the extension phase. 

Finally, Figure 3 provides an overview of the scientific fields which are covered by the 
supported projects.  

 
Figure 3: Number of projects per scientific field. 

2.2 Review Process 

The organization of the review procedure, the assignment of PRACE collaborators and the 
supervision of the PA C projects are managed by task 7.1.A. In this section the review process 
for the preparatory access proposals of Type C is explained. 

All preparatory access proposals undergo a technical review performed by technical staff of 
the hosting sites to ensure that the underlying codes are principally able to run on the 
requested system. In parallel, all projects are additionally reviewed by work package 7 in 
order to assess their optimization requests. Each proposal is assigned to two WP7 reviewers. 
The review is performed by PRACE partners who all have a strong background in 
supercomputing. Currently a list of 37 experts is maintained and the task leader has the 
responsibility to contact them to launch the review process. As the procedure of reviewing 
proposals and establishing the collaboration of submitted projects and PRACE experts takes 
place only four times a year it is necessary to keep the review process swift and efficient. A 
close collaboration between AISBL, T7.1.A and the hosting sites is important in this context. 
The process for both the technical and the WP7 review is limited to two weeks. In close 
collaboration with AISBL and the hosting sites the whole procedure from PA cut-off to 
project start on PRACE supercomputing systems is completed in less than six weeks. 

Based on the proposals the Type C reviewers need to focus on the following aspects: 

 Does the project require support for achieving production runs on the chosen 
architecture? 

 Are the performance problems and their underlying reasons well understood by the 
applicant? 

0
1
2
3
4
5
6
7
8
9

Scientific Areas 
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 Is the amount of support requested reasonable for the proposed goals? 
 Will the code optimisation be useful to a broader community, and is it possible to 

integrate the achieved results during the project in the main release of the code(s)? 
 Will there be restrictions in disseminating the results achieved during the project? 

Additionally, the task leader evaluates whether the level and type of support requested is still 
available within PRACE. Finally the recommendation from WP7 to accept or reject the 
proposal is made. 

Based on the provided information from the reviewers the Board of Directors has the final 
decision on whether proposals are approved or rejected. The outcome is communicated to the 
applicant through AISBL. Approved proposals receive the contact data of the assigned 
PRACE collaborators, refused projects are provided with further advice on how to address the 
shortcomings. In one case poor scaling potential of the underlying code was the main reason 
for rejection. In two other cases, suitable support could not be ensured. 

2.3 Assigning of PRACE collaborators 

To ensure the success of the projects it is essential to assign suitable experts from the PRACE 
project. Based on the described optimization issues and support requests from the proposal 
experts are thus chosen who are most familiar with the subject matter. 

This is done in two steps: First, summaries of the proposals describing the main optimization 
issues are distributed via corresponding mailing lists. Here, personal data is explicitly 
removed from the reports to maintain the anonymity of the applicants. Interested experts can 
get in touch with the task leader offering to work on one or more projects. 

Should the response not be sufficient to cover the support requirements of the projects, the 
task leader contacts the experts directly and asks them to contribute. In order to identify 
suitable collaborators a list of experts is maintained along with their special areas of expertise.  

There is one exception to the procedure when a proposal has a close connection to a PRACE 
site which has already worked on the code: In this case this site is asked first if they are able 
to extend the collaboration in the context of the new PA C project. 

This procedure has proven to be extremely successful; only very few proposals had to be 
refused in the past due to a lack of available support. 

The assignment of PRACE experts takes place concurrently to the review process so that the 
entire review can be completed within six weeks. This has proven itself to be a suitable 
approach, as the resulting overhead is negligible due to the low number of projects being 
rejected. 

As soon as the review process is finished the support experts are introduced to the PIs and can 
start the work on the projects. The role of the PRACE collaborator includes the following 
tasks:  

 Formulating a detailed work plan together with the applicant, 
 Participating in the optimization work, 
 Reporting the status in the phone conference every second month, 
 Participating in the writing of the final report together with the PI (the PI has the main 

responsibility for this report), due at project end and requested by the PRACE office, 
 Writing a white paper containing the results which is published on the PRACE web 

site. 
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2.4 Monitoring of projects 

Task 7.1.A includes the supervision of the Type C projects. This is challenging as the 
projects’ durations (six months) and the intervals of the Cut-offs (3 months) do not cleanly 
align with each other. Due to this, projects do not necessarily start and end concurrently but 
overlap, i.e. at each point in time different projects might be in different phases. To solve this 
problem, a phone conference takes place in task 7.1.A every two months to discuss the status 
of running projects, to advise on how to proceed with new projects and to manage the 
finalization and reporting of finished projects.  

The conference call addresses all PRACE collaborators who are involved in these projects. 
All the project relevant information is maintained on a PRACE wiki page which is available 
to all PRACE collaborators.  

Additionally the T7.1.A task leader is available to address urgent problems and additional 
phone conferences are held in such cases. 

Twice a year, a WP7 face-to-face meeting is scheduled. This meeting gives all involved 
collaborators the opportunity to discuss the status of the projects and to exchange their 
experiences. Such a meeting was not scheduled in the frame of the PRACE-3IP extension 
phase. 

2.5 PRACE Preparatory Access type C projects covered by the 3IP extension 

Projects from Cut-off December 2013 / Cut-off March 2014 have their origin in PRACE-3IP 
but were finalized in the PRACE-3IP extension and their results are reported in this 
deliverable. Table 1 lists the corresponding projects. 

Cut‐offs December 2013/March 2014 

Title  Development of a package for computer aided drug design 

Project leader Miroslav Rangelov 

PRACE expert Joerg Hertzer 

PRACE facility HERMIT, JUQUEEN 

PA number 2010PA2141 

Project's start 03-Feb-14 

Project's end 02-Aug-14 

    

Title 
Very high resolution Earth System Model (CESM) energy flux 
and wind stress sensitivity experiments 

Project leader Markus Jochum 

PRACE expert Mads Ruben Burgdorff Kristensen 

PRACE facility FERMI, JUQUEEN 

PA number 2010PA2066 

Project's start 03-Feb-14 

Project's end 02-Aug-14 
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Cut‐offs December 2013/March 2014 

Title 
Improving the scalability of the overlapping fragments 
method code for electronic structure of organic materials 

Project leader Nenad Vukmirovic 

PRACE expert Petar Jovanovic 

PRACE facility CURIE TN, HERMIT 

PA number 2010PA2132 

Project's start 03-Feb-14 

Project's end 02-Aug-14 

    

Title Parallel mesh partitioning in Alya 

Project leader Guillaume Houzeaux 

PRACE expert Mohammad Jowkar 

PRACE facility MARENOSTRUM 

PA number 2010PA2171 

Project's start 15-Apr-14 

Project's end 14-Oct-14 

    

Title 
High-order method for a new generation of large eddy 
simulation solver 

Project leader Jean-François Boussuge 

PRACE expert Adrien Cassagne 

PRACE facility CURIE TN 

PA number 2010PA2194 

Project's start 21-Apr-14 

Project's end 20-Oct-14 

    

Title 
Performance of the post-Wannier Berry-phase code for the 
anomalous Hall conductivity calculations 

Project leader Malgorzata Wierzbowska 

PRACE expert Thomas Ponweiser 

PRACE facility SUPERMUC 

PA number 2010PA2231 

Project's start 30-Apr-14 

Project's end 29-Oct-14 



D7.1.3 Applications Enabling for Tier-0 

 
PRACE-3IP - RI-312763  24.1.2015 8

Cut‐offs December 2013/March 2014 

Title Memory optimization for the Octopus scientific code 

Project leader Angel Rubio 

PRACE expert Alexandra Charalampidou 

PRACE facility MARENOSTRUM 

PA number 2010PA2216 

Project's start 15-Apr-14 

Project's end 14-Oct-14 

Table 1: Projects which were established in PRACE-3IP but were actually finalised in the extension phase 
of PRACE-3IP. 

Projects from Cut-off June 2014 and beyond were initiated in the PRACE-3IP extension 
phase but will only be finished by the end of January 2015. The final reports as well as the 
corresponding white papers are currently being produced. Therefore, results cannot be 
presented in this deliverable but will possibly be reported in a later deliverable.  

Cut‐offs June 2014/September 2014 

Title 

OpenFOAM capability for industrial large scale 
computation of the multiphase flow of future automotive 
component: step 2 

Project leader Jerome Helie 

PRACE expert Gabriel Hautreux, Bertrand Cirou 

PRACE facility CURIE TN 

PA number 2010PA2431 

Project's start 01-Aug-14 

Project's end 01-Feb-15 

   

Title 
Numerical modelling of the interaction of light waves with 
nanostructures using a high order discontinuous finite 
element method 

Project leader Stéphane Lanteri 

PRACE expert Gabriel Hautreux, Tristan Cabel 

PRACE facility CURIE TN, CURIE FN 

PA number 2010 PA2452 

Project's start 15-Jul-14 

Project's end 15-Jan-15 
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Cut‐offs June 2014/September 2014 

Title 
Large scale parallelized 3d mesoscopic simulations of the 
mechanical response to shear in disordered media 

Project leader Kirsten Martens 

PRACE expert Dimitris Dellis 

PRACE facility CURIE TN 

PA number 2010PA2457 

Project's start 01-Aug-14 

Project's end 01-Feb-15 

   

Title 
PICCANTE: an open source particle-in-cell code for 
advanced simulations on tier-0 systems 

Project leader Andrea Macchi 

PRACE expert Volker Weinberg 

PRACE facility FERMI, JUQUEEN 

PA number 2010PA2458 

Project's start 15-Jul-14 

Project's end 15-Jan-15 

   

Title 
Parallel subdomain coupling for non-matching mesh 
problems in ALYA 

Project leader Guillaume Houzeaux 

PRACE expert Juan Carlos Caja 

PRACE facility MARENOSTRUM, FERMI 

PA number 2010PA2486 

Project's start 01-Nov-14 

Project's end 30-Apr-15 

Table 2: Projects which were established in the PRACE-3IP extension phase but will be finalised in a 
future PRACE implementation phase. 

The evaluation of the December proposal is currently in progress and is therefore not listed 
here. 

2.6 Dissemination 

The task uses different channels for dissemination. For each Preparatory Access call the 
PRACE sites are asked to distribute an email to their users to advertise preparatory access and 
especially the possibility of dedicated support via PA C. A template for this email was created 
in PRACE-2IP. 
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In the PRACE annual report for 2013 Preparatory Access Type C was again highlighted as a 
unique opportunity to improve code performance and as a means of getting code ready for 
production usage on PRACE Tier-0 resources.  

Also each successfully completed project should be made known to the public and therefore 
the PRACE collaborators are asked to write a white paper about the optimization work carried 
out. These white papers are published on the PRACE web page [9] and are also referenced by 
this deliverable. 

2.7 Cut-off December 2013 

This and the following two sections describe the optimizations performed on the Preparatory 
Projects type C. The projects are listed in accordance with the Cut-off dates in which they 
appeared. General information regarding the optimization work done as well as the gained 
results is presented here using the recommended evaluation form. The application evaluation 
form ensures a consistent and coherent presentation of all projects which were managed in the 
frame of PA C. Additionally the white papers created by these projects are referenced so that 
the interested reader is provided with further information.  

2.7.1 Development of a package for computer aided drug design, 2010PA2141 

Code general features 
Name GROMACS 4.6.4 

Scientific field Molecular Dynamics 

Short code description GROMACS is a versatile package to perform molecular dynamics, 
i.e. simulate the Newtonian equations of motion for systems with 
hundreds to millions of particles. 

It is primarily designed for biochemical molecules like proteins, 
lipids and nucleic acids that have a lot of complicated bonded 
interactions, but since GROMACS is extremely fast at calculating 
the nonbonded interactions (that usually dominate simulations) 
many groups are also using it for research on non-biological 
systems, e.g. polymers. 

Programming 
language 

C 

Supported compilers Intel, GNU, PGI, Cray 

Parallel 
implementation 

MPI 

Accelerator support yes 

Libraries FFTW Libsci 

Building procedure CMake 

Web site http://www.gromacs.org/ 

Licence GNU Lesser General Public License (LGPL), Version 2.1 

Table 3: Code general features for GROMACS 4.6.4. 
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Name CP2K 2.4 

Scientific field Molecular Dynamics 

Short code description CP2K is a program to perform atomistic and molecular simulations 
of solid state, liquid, molecular, and biological systems. It provides 
a general framework for different methods such as e.g., density 
functional theory (DFT) using a mixed Gaussian and plane waves 
approach (GPW) and classical pair and many-body potentials. 

Programming 
language 

Fortran 

Supported compilers GNU 

Parallel 
implementation 

MPI / OpenMP 

Accelerator support yes 

Libraries Libint libsci 

Building procedure Makefile 

Web site http://www.cp2k.org/ 

Licence GPL 

Table 4: Code general features for CP2K 2.4 

Main objectives:  

A software package for the computation of molecular mechanics force field parameters of 
drug candidates is currently under development. It uses CP2K for required quantum 
mechanics calculations and GROMACS for molecular dynamics simulations of drug 
candidates with a target.  

The first program module reads an XYZ file containing the structure of a drug candidate 
molecule and generates a CP2K input file adding necessary keywords for a proper structure 
optimization. The second one reads the optimized CP2K geometry and creates an input file 
with necessary keywords for the frequency analysis and electron density map calculations. 
The next module prepares the input file for g_x2top program from GROMACS package using 
the optimized geometry of a drug like candidate and runs it.  

Another module uses a new heuristic algorithm based on a set of rules to determine atom 
types for the GROMACS topology file.  

The most important module reads required data such as the hessian matrix and the masses and 
calculates all necessary force field constants. For the parameter calculation we used and 
implemented the method published in [10]. The hessian matrix obtained by a CP2K frequency 
analysis run is used to determine intramolecular force constants. The module also writes a 
GROMACS topology file with calculated force constants. The last module generates input 
files for molecular dynamics simulations and runs GROMACS.  

The goal of the project is to test the developed package with real models on supercomputing 
platforms. 

Accomplished work: 

Main goal was to test the scalability of molecular dynamics simulations with GROMACS 
4.6.4(5) of neutralized and water solvated ribosome units. 
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The work of the investigators was described by the PI as follows: 

Because of poor scalability of CP2K tasks due to the relatively small number of atoms (on the 
order of 100 for commonly used drug candidates) we developed a new heuristic approach for 
splitting bigger drug candidate molecules to a finite number of smaller fragments which were 
converted to chemically correct small tasks. These fragments can be calculated in many 
separate tasks which speeds up the whole calculation. This approach also circumvents the 
well known problem of non-linear growth of required resources (memory, cpu) when 
increasing the number of orbital functions. Smaller molecules also have a wider tolerance to a 
poor starting geometry. 

During testing we found and fixed some bugs. Some internal coefficients were also tuned. 

Main results: 

The main outcome of the project is that CP2K and GROMACS software packages are suitable 
for performing the most time consuming stages in drug design development namely force 
field parameters assignment and molecular dynamics docking on a large target molecule such 
as ribosome. 

The molecular dynamics setup was Force Field CHARMM27, md step 2 ps, NPT ensemble 
system size about 2 200 000 atoms (nucleic acides + protein + water + ions). 

One MPI process per node with 32 OpenMP thread was used to run the jobs on HERMIT and 
two MPI processes per node with 16 OpenMP threads on JUQUEEN. The latter was 
consistent with the warnings that GROMACS is not fully operational when using more than 
32 threads and the loss of scalability in very small domains (the bigger number of MPI 
processes the smaller domains) on the other. 

The data presented in the following figures and tables shows that the molecular dynamics 
simulation scaled better on the HERMIT machine during testing. 

Number of 
cores 

Wall clock 
time [s] 

Speed-up vs 
the first one 

Number of 
Nodes 

Number of 
MPI process 

8192 14782 1.0 256 512 

16384 9152 1.6 512 1024 

32768 6046 2.4 1024 2048 

65536 5958 2.5 2048 4096 

131072 5692 2.6 4096 8192 

Table 5: BG/Q – JUQUEEN 

 
Number of 
cores 

Wall clock 
time [s] 

Speed-up vs 
the first one 

Number of 
Nodes 

Number of 
MPI process 

512 2762 1 16 16 

1024 1602 1.7 32 32 

2048 919 3.0 64 64 

4096 506 5.5 128 128 

8192 360 7.7 256 256 

Table 6: CRAY XE6 – HERMIT 
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2.7.2 Very high resolution Earth System Model (CESM) energy flux and wind 
stress sensitivity experiments, 2010PA2066 

Code general features 
Name  Community Earth System Model (CESM)

Scientific field  Climate research 

Short code description The Community Earth System Model (CESM) is a fully coupled, 
global climate model that provides state-of-the-art computer 
simulations of the Earth's past, present, and future climate states. 
CESM supports a broad range of architecture including the Blue 
Gene series B, P, and Q 

Programming 
language 

Fortran and C 

Supported compilers GCC 

Parallel 
implementation 

Yes 

Accelerator support No 

Libraries  

Building procedure  

Web site http://www2.cesm.ucar.edu/ 

Licence Mixed Open Source licenses 

Table 7: Code general features for CESM. 

Main objectives: 
The purpose of this project was the installation and optimization of the CESM model on 
JUQUEEN, an IBM Blue Gene/Q supercomputer. The focus of the project was the 
development and application of a heuristic load-balancing algorithm for fully coupled ultra-
high-resolution model runs. 

Accomplished work: 
However, it turns out that running vanilla CESM v1.2.2 fails when scaling above 128 CPU-
cores on JUQUEEN – the execution crashes with an out-of-memory error in the 
communication layer. Thus, rather than develop load-balancing algorithms, the focus of this 
project changed to the development of a set of workarounds that makes it possible to scale 
CESM v1.2.2 above 128 CPU-cores when running on JUQUEEN. 

Main results: 
In order to run CESM on JUQUEEN, we have to use a number of workarounds. Because the 
recent CESM v1.2.2 release is not supported on JUQUEEN, one has to back port the machine 
specific files from a CESM v1.3 development version. Our colleagues, J. Dennis and A. 
Baker, at National Center for Atmospheric Research (NCAR) did a great job and came up 
with the following modifications: 

(1) We needed to obtain all of the CESM input data for the various resolutions from 
NCAR (since JUQUEEN is not yet supported, the input data has not been installed on the file 
system).  The automated procedure for obtaining input data did not retrieve everything, so a 
number of files had to be obtained manually (e.g., ice_ic, fsurdat, all relevant/cpl/gridmaps 
files, and the pophdr file). 
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(2) We used the mpixlf95_r compiler (instead of mpixlf2003_r), adding "-
qxlf2003=polymorphic" to the FFLAGS, "-DNO_C_SIZEOF" to the CPPDEFS, and "--
enable-filesystem-hints=gpfs" to PIO_CONFIG_OPTS. 

(3) Parallel NetCDF I/O (PIO) tuning: The high-resolution case (1/4 deg. atm and 1/10 
ocean: ne120_t12) must use PNETCDF, and requires the following settings: 

<entry id="PIO_NUMTASKS" value="256"/> 

<entry id="PIO_TYPENAME" value="pnetcdf"/> 

(4) In order to handle out-of-memory errors, a patch for the topology.c file was required 
(see appendix). 

(5) We successfully ran a high-resolution case from default initial conditions for 4 days.  
Using 22324 MPI-tasks and 4 tasks per node (bg_size=5581), the simulation ran at a rate of 
0.43 simulated years per day. This is quite slow, but subsequent attempts to incorporate 
threading have resulted in jobs crashing in different locations for unknown reasons.  

Finally, for job submission on JUQUEEN the runjob command was used with the options that 
are presented here: 

runjob --envs XLSMPOPTS=stack=64000000 --envs OMP_NUM_THREADS=${mthrds} --
envs LOGNAME=${USER} --ranks-per-node ${MAX_TASKS_PER_NODE} --np 
${ntasks} --exe \$ {EXEROOT}/cesm.exe >&! cesm.log.\$LID 

With the presented workarounds, it is possible to achieve scalable performance of medium-
resolution (1 deg. for atmosphere and ocean model) fully coupled CESM simulations on 
JUQUEEN. Figure 6 shows strong scale speedup with 128 CPU-cores as the baseline, i.e. the 
work size is fixed throughout all runs. At 256 and 512 CPU-cores, the speedup compared to 
the baseline is close to linear with a utilization of 95% and 90%, respectively. At 1024 and 
3024 CPU-cores, the scalability is limited to a utilization of 76% and 62%, respectively. 

Figure 7, shows the scalability of the individual CESM components. Most of the components 
scale fairly well but two components, River Transport Model and the Parallel Ocean Program, 
show no speedup when going from 1024 to 3024 CPU-cores. However, the scalability of ultra 
high-resolution (1/4 deg. for atmosphere and 1/10 for ocean model) fully coupled CESM 
simulations is limited - utilizing 22324 CPU-cores only achieves a rate of 0.43 simulated 
years per 24 hours of wall-time. 
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2.7.3 Improving the scalability of the overlapping fragments method code for 
electronic structure of organic materials, 2010PA2132 

Code general features 
Name OFM (Overlapping Fragments Method) 

Improving the scalability of the overlapping fragments method code 
for electronic structure of organic materials 

Scientific field Materials 

Short code 
description 

OFM is the code for calculation of energies and wave functions of 
electronic states in the spectral region near the band gap in 
semiconducting materials and nanostructures. It is based on the 
division of the system into mutually overlapping fragments (groups 
of atoms), the calculation of eigenstates of these fragments, the 
calculation of matrix elements between eigenstates of different 
fragments and final diagonalization of the obtained representation of 
the Hamiltonian. The input to the code is the single particle potential 
obtained from some other method. The code can be applied to rather 
large systems containing even tens of thousands atoms, such as 
disordered organic polymers, grain boundaries between organic 
crystals, etc. 

Programming 
language 

Fortran 

Supported compilers Intel Fortran, PGI,… 

Parallel 
implementation 

MPI 

Accelerator support None 

Libraries ACML or MKL 

Building procedure Gnu make 

Web site None 

Licence BSD 2-Clause license 

Table 8: Code general features for OFM. 

Main objectives:  
The objective of this project was to enhance the scalability of the OFM code by improving the 
communication in the parts of the algorithm where orbitals of the fragments are redistributed 
among different nodes. 

Accomplished work: 
In the course of this project, we have initially performed the profiling of the original OFM 
code, including the scalability tests. From the profiling results, we have identified the weak 
points in the original code, where a significant amount of time is spent on pure 
communication. Therefore, we have reorganized the way in which the input potential is stored 
– instead of having a single copy distributed over all nodes, we keep several local copies 
distributed over small groups of nodes. In this way, the communication which is needed when 
a certain fragment needs to access the local potential is significantly speeded up. Next, we 
have also reorganized the implementation of the redistribution of wave functions among 
nodes which is required when the overlaps of wave functions from different fragments are 
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calculated. Finally, we have performed the profiling of the modified code, which shows 
improvements in comparison to the original code. 

Main results: 
The original OFM code was initially benchmarked by performing the weak scaling test. The 
runs were performed for the poly(3-hexylthiophene) (P3HT) polymer system. The smallest 
system consists of four P3HT chains, each 10 thiophene rings long and contains 1008 atoms 
altogether. The run for that system was performed with 256 CPU cores. The runs for larger 
systems were performed up to the system with 64512 atoms, while the number of CPU cores 
used was increased proportionally to the number of atoms. Figure 8 shows the dependence of 
CPU time (defined as the wall time multiplied by the number of CPU cores used) on the 
number of atoms in the system. 

As seen from Figure 8 (black circles) the original code exhibited good scalability up to 4000 
atoms (1000 cores). We have identified three weak points in the code where communication 
significantly slows down the code and we have refactored these parts of the code to improve 
its performance and scalability. In particular: 

1) In the original code, the input potential was read from an input file and it was then 
stored in memories of all nodes in such a way that each node contains only a part of the 
potential. The procedure for communicating the parts of the potential to their corresponding 
nodes had a significant impact on code performance. We have therefore reorganized the way 
in which the potential is stored in memory. Instead of having a single copy of the potential 
distributed among all nodes, we use several copies of the potential distributed among a certain 
group of nodes. The input potential is therefore read and subsequently broadcasted to each 
group of nodes. The procedure for doing this was introduced into the new code. 

2) Each fragment that is stored on a small number of nodes needs only a part of the input 
potential. In the original code, the potential was distributed among all nodes and significant 

Figure 8: The dependence of CPU time on the number of atoms in the system for the 
simulations performed on CURIE. The number of CPU cores used for the smallest 
system was 256 and was increased proportionally to the number of atoms for larger 

systems. 
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time was needed to communicate it to a given fragment since the fragment needed to receive 
the data from all nodes. We have reduced this time by keeping several local copies of the 
potential and therefore each fragment needs to receive the data from a small group of nodes 
only. The procedure for communicating a part of the local copy of the potential to a given 
fragment was introduced into the new code. 

3) In the main part of the code, one needs to calculate the overlap between wave 
functions of different fragments. To achieve this task one needs to bring these wave functions 
to the same group of nodes. In the original code, this communication was performed using a 
combination of send and receive commands and appeared to be inefficient. We have changed 
this part of the code by implementing the communication using mpi_alltoallv command 
which significantly reduced the time for this communication. 

The performance of the code with the introduced improvements is shown in Figure 8 (red 
squares). These improvements extended the range of system sizes where scaling of the code is 
rather good up to 16000 atoms (4000 cores). 

The above mentioned runs were performed on CURIE system. To test the performance of the 
old and the new code on a different architecture, we have benchmarked the old and the new 
code on the Hermit system. The obtained CPU times are presented in Figure 9. Interestingly, 
one obtains a rather different code scaling behaviour on HERMIT than on CURIE. We find 
that the original code has rather good scaling performance on HERMIT. Consequently, the 
improved code has only a slightly better performance. 

We believe that the origin of better scaling behaviour on HERMIT in comparison to CURIE 
is a different node interconnect with corresponding MPI libraries. HERMIT is a CRAY XE6 
system with CRAY Gemini interconnect, while CURIE has an Infiniband QDR Full Fat Tree 
network.  

In conclusion, in the course of the project, we have refactored the OFM code in such a way 
that its scaling on the machine with Infiniband QDR network is improved and we have 
established that the original code already has good scaling properties on a machine with 
CRAY Gemini interconnect. 

Figure 9: The dependence of CPU time on the number of atoms in
the system for the simulations performed on HERMIT. The
number of CPU cores used for the smallest system was 256 and was
increased proportionally to the number of atoms for larger
systems. 
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The project also published a white paper which can be found online under [4]. 

 

2.8 Cut-off March 2014 

2.8.1 Parallel mesh partitioning in Alya, 2010PA2171 

Code general features 
Name  ALYA 

Scientific field  Computational physics simulations 

Short code description Alya solves time-dependent Partial Differential Equations (PDEs) 
using the Finite Element Method (FEM). The meshes are 
unstructured and can be hybrid with different types of elements. 

Alya is specifically designed to run efficiently in supercomputers, 
Among the problems Alya can simulate are: 

 Incompressible Flows 
 Compressible Flows 
 Non-linear Solid Mechanics 
 Species transport equations 
 Excitable Media 
 Thermal Flows 
 N-body collisions 
 ... 

Programming 
language 

Fortran 

Supported compilers gfortran, ifort 

Parallel 
implementation 

MPI and OpenMP 

Accelerator support No 

Libraries metis, parmetis 

Building procedure Makefiles 

Web site http://www.bsc.es/computer-applications/alya-system 

Licence Open Source. http://www.prace-ri.eu/ueabs/?lang=en#ALYA 

Table 9: Code general features for ALYA. 

Main objectives:  
Alya is divided into two types of processes: The master and ‘Nw’ workers. The master is 
mainly in charge of pre-processing and some of the post-processing tasks. The workers are in 
charge of running the simulation iterations concurrently, by assembling matrices and RHS 
(Right-Hand Side), and solving the corresponding algebraic system by way of iterative 
solvers. 

In the initial version of Alya, the mesh partitioning is done sequentially by the master while 
the workers wait for receiving their parts of the mesh. 

The goal of this project is to parallelize the sequential mesh partitioning steps. The approach 
consists of performing these steps by a subset of the ‘Nw’ workers in parallel, and to let the 
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master only be in charge of calculating the communication scheduling at the end of the 
process. Let us denote a partitioning worker as a worker belonging to the subset of the Nw 
workers, and participating in the parallel mesh partitioning. Thus we have Np<=Nw workers 
involved in the partitioning. 

 Accomplished work: 
In this project we have implemented and validated the most complex part of the parallel 
partitioning. The workflow which has been implemented is the following: 

1) (Master) Mesh reading from the hard drive. 
2) (Master) Initialise mesh properties variables. 
3) (Master) Distributes a consecutive part of the mesh to a partitioning workers subset. 
4) (Workers) Each partitioning worker receives a part of the mesh and computes its own 

elements adjacency graph. 
5) (Workers) Each partitioning worker computes the partition of it's part calling the 

parmetis library in parallel (LEPAR_PAR).  
6) (Workers) Each partitioning worker sends to the master his LEPAR_PAR. 
7) (Master) Joins all the LEPAR_PAR received from the partitioning workers. 
8) (Master) Compute the communication arrays based on the LEPAR_PAR 
9) (Master) Compute the communication scheduling. 
10) (Master) Distribute the mesh part to its corresponding worker. 

Main results: 

Partitioning Workers Scalability 

In this test we ran a well known Navier-Stokes simulation, with a 30 million elements mesh. 
We partitioned the mesh in 511 domains using the parallel partition algorithm. We used 2, 5, 
10, 15 and 20 partitioning workers in different runs to achieve this task.  

We measured the time needed to partition the mesh between the following two points (both 
included): 

• The master distributes a consecutive part of the mesh to a workers subset. 

• The master receives and joins all the partitioned mesh. 

In this test, we measured the speed-up of the algorithm to partition the mesh in parallel as we 
added more workers to partition the mesh. The obtained response times are presented in Table 
10. 

Number of partitioning workers Response time in seconds 
2 252,2 

5 118,8 

10 76,7 

15 62,2 

20 57,3 

Table 10: 30 million mesh partitioning time in 511 domains. 

As can be seen from Figure 10 the code scales when we use more workers to partition the 
mesh. Running the same partition with the serial version and metis, we have obtained a 
response time of 218,7 seconds. With 5 partitioning workers the response time is 118,8 
seconds, that doubles the performance of the serial version. 

Parmetis strong scalability 
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Targets and accomplished work 

We have enabled hybrid OpenMP/MPI computations on a parallel high-order method 
(Spectral Differences) applied in a Computational Fluid Dynamic code. The code is written in 
Fortran 90 with MPI library and OpenMP directives for the parallelization. This work focuses 
on the performance achieved with the OpenMP shared memory model in a well spread 
environment (bi-socket nodes and multi-core x86 processors). This was done in order to 
reduce the number of MPI communications with a large number of cores. We compared the 
different approaches: full MPI versus full OpenMP computations, full MPI versus hybrid 
OpenMP/MPI computations, etc. We observed that hybrid and full MPI computations took 
nearly the same time for a small number of cores. 

Main objectives:  
The main objective was to enable hybrid computations with OpenMP and MPI because the 
initial implementation was not satisfying. After that the second objective was to run the code 
on a large number of cores in order to detect when hybrid computations are more efficient 
than full MPI computations. 

Accomplished work: 
We succeeded in enabling hybrid computations. We modified the solver part of the code in 
order to reduce the number of threads synchronisations and to increase threads independence. 

We also worked on threads binding and processes pinning on NUMA environment because 
we ran the code on CURIE thin nodes (2 sockets per node). 

Main results: 
Figure 13 shows the improvements made in the new version of the code compared to the 
initial one with full OpenMP (no MPI). 

We can clearly see that the achieved speed-up is significantly better with the new version of 
the code: for 16 cores we achieved a 6-fold speed-up with the old version of the code and a 
nearly 13-fold speed-up with the new version. 

Figure 13: Scaling curve for the OMP version of JAGUAR.
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2.8.3  Performance of the post-Wannier Berry-phase code for the anomalous 
Hall conductivity calculations, 2010PA2231 

Code general features 
Name  Wannier90 

Scientific field  theoretical physics, materials science 

Short code description WANNIER90 is a quantum-mechanics code for the computation of 
maximally localized Wannier functions, ballistic transport, 
thermoelectrics and Berry-phase derived properties – such as 
optical conductivity, orbital magnetization and anomalous Hall 
conductivity. 

Programming 
language 

Fortran 

Supported compilers Intel, PGI 

Parallel 
implementation 

MPI only 

Accelerator support No 

Libraries BLAS, Lapack 

Building procedure make 

Web site http://www.wannier.org 

Licence GPL 

Table 12: Code general features for Wannier90. 

Main objectives:  
WANNIER90 [12], [13] consists of two main executables: 1) a serial tool named wannier90.x 
and 2) a purely MPI-parallelized application, called postw90.x. Based on an initial electronic 
structure calculation using for example Quantum ESPRESSO [14], wannier90.x computes 
MLWFs which are needed by postw90.x for computing the thermoelectric (the BoltzWann 
code) and Berry-phase derived properties of interest. 

Within this workflow, the calculations of postw90.x for Berry-phase derived properties were 
most problematic regarding wall-clock runtime and total resource consumption. For this 
reason, the main focus of this project has been the optimization of postw90.x with respect to 
performance and scalability. 

Accomplished work: 
All optimizations to postw90.x implemented in the course of this project are based on the 
integrated performance analysis tool suite HPCToolkit [14]. 

The performance of core computations, dominated by dense matrix operations, could be 
increased by a factor of 5 and higher by using BLAS instead of the Fortran built-in matmul 
function or explicit loop constructs for performing runtime-critical matrix products. A further 
speedup could be achieved by algebraically rearranging matrix multiplications (exploiting 
associativity) and reusing intermediate results.  

Another important improvement was the elimination of a severe bottleneck in the 
initialization phase. This now makes previously unfeasible computations with more than 64 
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2.8.4  Memory optimization for the Octopus scientific code, 2010PA2216 

Code general features 
Name Octopus (development version) 

Scientific field Chemistry and Materials 

Short code 
description 

Octopus  is a very efficient code used to study by first principles the 
properties  of  the  excited  states  of  large  biological  molecules, 
complex  nanostructures,  and  solids.  Electrons  are  described 
quantum‐mechanically within density‐functional  theory  (DFT),  in  its 
time‐dependent  form  (TDDFT)  when  doing  simulations  in  time. 
Nuclei  are  described  classically  as  point  particles.  Electron‐nucleus 
interaction is described within the pseudopotential approximation. 

Programming 
language 

Fortran 

Supported compilers GNU, INTEL 

Parallel 
implementation 

MPI  / OpenMP  (MPI  implementation has been employed  for LCAO 
section of code)  

Accelerator support supports GPU architectures (not used in this project) 

Libraries GSL, LIBXC, LAPACK, ScaLAPACK, METIS, ParMETIS, FFTW, PFFT 

Building procedure Configure script and Makefile 

Web site http://www.tddft.org/programs/octopus/wiki 

Licence GPL 2 

Table 13: Code general features for Octopus 

Main objectives: 
Linear Combination of the Atomic Orbitals (LCAO) is performed as one of the first steps of 
the ground-state calculation to construct an initial guess for the wave function and to build the 
Hamiltonian matrix previous to the SCF iterations for a given system. This project focuses on 
optimization of the LCAO implementation to reduce memory cost and execution time. 

Accomplished work: 
Within this project matrices that cause of high memory consumption were identified and the 
behavior of octopus code with different implementations of the LCAO step was investigated. 

The memory allocation issue has been solved with a parallel implementation of the LCAO 
using the external library ScaLAPACK. With this parallel library, large matrices have been 
distributed among all the MPI processes. Besides, alternative implementations have decreased 
the execution time of the LCAO step. It has been shown that the memory allocation obstacle 
can be overcome when using the parallel alternative implementation of LCAO, enabling 
Octopus to run for larger systems. A performance optimization has also been achieved. 
Developments in this project will allow bigger simulations to run and, therefore, more 
interesting systems to be investigated. 

Main results: 
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Extensive profiling of Octopus memory allocation has been performed using the Octopus ad-
hoc profiler, which proved to be a very useful tool, due to its capability to provide very 
detailed information on memory usage and performance. Valgrind Massif heap profiler has 
been also used. 

Two alternative LCAO approaches were tested on MARENOSTRUM III and were compared 
to native LCAO implementation: 

● LCAO is performed by the root MPI process only. After the computation is finished, 
the eigenvalues and eigenvectors are distributed to the other MPI processes with MPI_Bcast 

● LCAO is performed using ScaLAPACK parallel library 

Scaling of the application 

Results presented in Table 14 have been acquired from benchmark tests performed on 5121 
orbitals use case. Octopus initialization and LCAO steps do not demonstrate good scaling 
behavior. 

Number of cores Hamiltonian / 
Overlap matrix 
size (MB) 

dpsi 
matrix 
size 
(MB) 

Wall clock 
time 
(sec) 

Speed-up 
vs the first 
one 

Number of 
MARENOSTR
UM III Nodes 

256 

LAPACK (native) 

200.078  854.85  5216.277  1.000  16 

512 

LAPACK (native) 

200.078  482.655  4938.483  1.056  32 

1024 

LAPACK (native) 

200.078  285.983  4098.483  1.272  64 

2048 

LAPACK (native) 

200.078  166.169  4351.960  1.198  128 

alternative implementations 

128 
ScaLAPACK 

 1.875  1472.730  467.293  11.162  8 

256 
ScaLAPACK 

< 1.8   854.85  553.208  9.429  16 

256 

LAPACK 

only root MPI 
process 

200.078 
(allocated only 
by root process) 

854.85  564.02  9.248  16 

Table 14: Walltime and speed-up from benchmark tests performed on 5121 orbitals use case. 

Significant performance improvement is observed when applying the alternative LCAO in 
comparison to the native implementation. 

Diagram in Figure 17 demonstrates scaling behaviour of the native LCAO implementation in 
comparison to the parallel implementation using ScaLAPACK library when the number of 
orbitals is increased. 
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3 Summary 

During the PRACE-3IP extension phase Task 7.1.A successfully performed three Cut-offs for 
preparatory access including the associated review process and support for the approved 
projects. 

In total 12 Preparatory Access type C projects have been supported by T7.1.A. The timeline 
of these projects is shown in the Gantt chart in Figure 19. The chart shows the time span of 
each project. The blue background demarcates the PRACE-3IP extension phase and shows 
which projects were initiated in PRACE 3IP but concluded within the extension phase. These 
projects are shown in orange in the Gantt chart. All but one of these projects plan to or have 
already produced a white paper. Approved white papers are published online on the PRACE 
RI web page [9]. Table 15 gives an overview of the status of the white papers for all projects. 

 
Figure 19: Timeline of the PA C projects. 

The green projects in Figure 19 were initialized in the 3IP extension phase. Apart from project 
2010PA2486 all of these projects will be finalized during the current extension phase and the 
creation of reports and white papers is currently in progress. The project from the Cut-off 
December 2014 is currently being reviewed and therefore does not appear in this deliverable. 
The projects displayed in blue were initiated and finalized during PRACE-3IP. The outcome 
of these projects was already reported in deliverable D7.1.2.  

The slightly different starting dates of the projects per Cut-off is the result of the decisions 
made by the hosting members which determine the exact start of the projects at their local 
site. Additionally, PIs can set the starting date of their projects within a limited time frame. 

Project ID White paper White paper status 
2010PA2141  No white paper produced 

2010PA2066 WP200: Scalability Limitations of 
CESM Simulation on JUQUEEN 

Published online [3] 

2010PA2132 WP201: Improving the Scalability Published online [4] 
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Project ID White paper White paper status 
of the Overlapping Fragments 
Method Code 

2010PA2171 WP202: Parallel Mesh Partitioning 
in Alya 

Published online [4] 

2010PA2194 WP203: High-order method for a 
New Generation of Large Eddy 
Simulation Solver 

Published online [6] 

2010PA2231 WP204: Optimizing the post-
Wannier Berry-phase Code for 
Optical and Anomalous Hall 
Conductivities and Orbital 
Magnetization 

Published online [7] 

2010PA2216 WP205: Memory Optimization for 
the Octopus Scientific Code 

Published online [8] 

 

2010PA2431 WP206: OpenFOAM capability for 
industrial large scale computation 
of the multiphase flow of future 
automotive component: step 2 

In progress 

2010PA2452 WP207: Numerical modelling of 
the interaction of light waves with 
nanostructures using a high order 
discontinuous finite element 
method 

In progress 

2010PA2457 WP208: Large scale parallelized 3d 
mesoscopic simulations of the 
mechanical response to shear in 
disordered media 

In progress 

2010PA2458 WP209: PICCANTE: an open 
source particle-in-cell code for 
advanced simulations on tier-0 
systems 

In progress 

2010PA2486  Project finishes by the end 
of April 2015. White paper 
will subsequently be 
produced 

Table 15: White paper status of the current PA C projects. The colours in the table correspond to the 
colours chosen for the projects in the Gantt chart given above. 

Table 15 shows the success of task 7.1.A as almost all finalized projects published their 
results or plan to publish it in the near future. The remaining projects coloured green in Table 
15 are also expected to produce white papers to make their outcome available to a wider 
audience. 


