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Executive Summary 

This is a report on the DECI (Distributed Extreme Computing Initiative) calls which took 
place within the T2.6 task. It also includes recommendations and plans for future DECI Calls. 
Statistics are presented for the relevant DECI calls which give an overview of the number and 
type of proposals received and those funded. This report focuses on the DECI-11 and DECI-
12 calls which were handled entirely within T2.6. Special mention is made of the new on-line 
submission system, the PRACE Peer Review (PPR) tool [1], developed by CINES which 
came into operation for DECI-11 giving rise to a big improvement to the way in which DECI 
proposals are handled. The efficiency of the PPR tool was of particular importance for DECI-
11 as we received a record number of proposals for this call (117 of which 115 were eligible). 
The number of proposals received for the most recent call, DECI-12, was lower with 61 
proposals received (still a large number of proposals), but this was expected as the call was 
not advertised as widely and the call was open for less time than usual (just under 5 weeks 
which included the Christmas holiday period compared with approximately 6 weeks for most 
DECI calls including no major holiday periods). The reason why this lower number was 
intended was that DECI-12 will have to run partly after the end of PRACE-3IP and so will 
have fewer resources available in terms of number of machines, CPU hours and staff effort. 
DECI continues to be popular with Principal Investigators (PIs) and the number of proposals 
remains high. Scientific results are not described in this document as they are highlighted in 
the PRACE Digest 3/2013 [2]. 
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1 Introduction 

When task 2.6 began, a number of DECI projects were already up and running as part of 
previous DECI calls. The task of T2.6 was firstly to manage the transition between PRACE-
2IP and PRACE-3IP and then to deal with the management of further DECI calls. Figure 5 
shows how all the calls from DECI-9 onwards were managed by the PRACE-2IP and 
PRACE-3IP projects.  

This report begins with an overview of the DECI process from the opening of a call through 
to reviewing and then on to running the calls and final reporting. There then follows a 
summary of the DECI-9 and DECI-10 projects which were already running under PRACE-
2IP. More details are then given for the DECI-11 and DECI-12 calls which have been run 
entirely under task 2.6 including important statistics on submission and acceptance of projects 
throughout this period. This is followed by the discussion of relevant outreach highlighting 
the two DECI Mini-symposia which took place recently.  Finally some discussion is given 
about future DECI calls. 

All DECI projects from DECI call 7 (the first DECI call to be opened under PRACE, opened 
as a “pilot” call) to DECI-8 should have been completed before July 2012. The only 
exceptions being a very small number of projects given long extensions due to extenuating 
circumstance, or the small number of projects where we were still awaiting the corresponding 
final report. These projects are not discussed here as these projects have been reported on in 
the deliverables D2.2 and D2.3 of PRACE-2IP. 

2 The DECI process 

The DECI process for DECI-11 and DECI-12 remained largely unchanged from previous 
calls other than the introduction of the new PPR tool described in section 2.2. The following 
is a summary of the process where any changes to the procedure are highlighted. 

2.1 Opening a DECI call 

Preparations for opening a DECI call are made approximately 6 weeks before a call is opened. 
This process requires the collecting of information about which sites intend to participate in 
the call along with more detailed information about the computing resources on offer. The 
dates for opening and closing the call are then agreed by the partners involved. All of this 
information is summarised in the call text used on the PRACE website (e.g. [3]) and [iv]) in 
targeted emails sent out to advertise the call. Once the text is ready, the text is sent to the 
PMO and finally on to the PRACE Board of Directors for approval to open the call. Once the 
call text is available on the PRACE website the call can be advertised. 

2.2 Receiving proposals – the new PPR tool 

Up to and including DECI-10, proposals were completed by applicants filling in an MS Word 
form which was then sent as an attachment to a dedicated email list in time for the advertised 
deadline. This process was undesirable for many reasons: it was error-prone as there was no 
easy way of tracking proposals which may have been sent in multiple times by different 
people, forms could not be validated in any way meaning fields could be left blank or contain 
the wrong type of information or even deleted, forms could be edited in different word-
processing systems and submitted in corrupted form and there was no way to automatically 
enforce the submission deadline. Overall the system did not have a very professional look and 
feel.  
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After a period of consultation and requirements capture it was decided that the partner CINES 
would provide an on-line tool capable of collecting DECI submissions from applicants who 
had first signed up to the tool. This work was carried out under PRACE-2IP, WP10. All 
submissions would be viewable and downloadable by DECI staff from within the tool. The 
new tool, based on the already existing tool used for applications for Tier-0 access, was 
implemented and made available for the opening of the DECI-11 call on 8th May 2013. Some 
example screenshots of the tool in action are shown in Figure 1 - Figure 4 together with an 
overview of how the tool works. 

Applicants first sign up to the tool to get a login based on their email address and a chosen 
password. This login exists across multiple DECI calls so for applicants who apply to more 
than one DECI call there is no need for them to fill in basic personal information for every 
call. DECI staff and reviewers also sign up in this manner. Figure 1 shows the sign-up screen 
used by applicants as well as DECI staff and reviewers. 

 

Figure 1: PPR tool login screen 
 
Once signed-up, applicants can create a DECI proposal. The proposal can be done in multiple 
stages as applicants have the option to save their proposal and come back to it later. When 
users are finally happy with their submission, they can save and submit it. It is not possible 
for the applicant to change the proposal after this point, although if good reason is given the 
proposal can be re-opened by the PPR tool administrators. The submission consists of two 
items: one is the on-line form which allows for multiple collaborators and multiple codes to 
be described and the second is the detailed project proposal which is attached as a PDF based 
on a given MS Word template. 

Figure 2 shows a view seen by a user where links to two open DECI proposals can be seen 
together with a proposal which has been assigned to the staff member for review. This view is 
somewhat artificial as a reviewer would not usually both have proposals to submit and others 
to review but it is useful as it gives an idea of what both reviewers and applicants see. 

Figure 3 shows the “frontpage” view seen by staff when logged in to the tool. This provides 
links to “master spreadsheets” for each call which are then shown in Figure 4.  
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Figure 2: PPR tool current proposals to submit or review 
 

 
Figure 3: PPR tool frontpage 
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Figure 4: Master spreadsheet of all proposals for a call 
 
The submission tool also allows for DECI staff to perform technical evaluations within the 
tool and for DECI staff to assign scientific reviewers which can then also be completed within 
the tool. The PPR tool has been used for both DECI-11 and DECI-12 with minor 
improvements made between the two calls. Further updates are envisaged which would allow, 
for example, for the accept/reject responses to applicants to be sent out from the tool.  

2.3 Reviewing proposals and allocating resources 

All proposals first receive a technical review by a member of DECI staff at the relevant home 
site. The home site is the DECI site which deals with the administrative side of each of the 
DECI projects and is usually one of the sites based in the home country of the PI. In the case 
of external projects (projects from countries which are not contributing computing time for 
the call) the home site is chosen based on proximity of the country of the PI to the country 
where the DECI site is located or may be chosen based on previous links a site has with the 
PI. The technical review is then followed by scientific review from a panel of experts. For 
countries which contributed resources to the relevant DECI call, such panels are assembled 
from within the country where the proposal originated. For countries which do not contribute 
resources to the relevant DECI call a separate pan-European panel of experts is used. 
Previously the HPC-Europa SUSP had been used for this task but when the HPC-Europa 
project ended at the end of 2012 this new panel was formed for the DECI-10 call under 
PRACE-2IP which was dedicated to DECI reviewing. 

Once all reviews are completed the DAAC (DECI Access and Allocation Committee) meets 
to agree which proposals to fund and to what level. Decisions are made based on scientific 
excellence (determined by the ranking given by the scientific reviewers) and on the juste 
retour principle where each country receives approximately the same amount of computing 
time the country has contributed, minus 15% which is dedicated to external projects. 
Following on from this meeting successful PIs are informed of how much computing time 
they have been awarded and given a contact point within the allocated home site. A 
description is given of what PRACE services are available to the PI and to other members of 
the project. PIs are also given information regarding their obligations for producing reports, 
etc. and required to sign an AUP (Acceptable Use Policy). Unsuccessful applicants are also 
informed of the decision and given feedback from the reviewers to help with any future 
submissions. 



D2.6 Report on the DECI Call 
 

PRACE-3IP - RI-312763  24.3.2014 6

2.4 Allocations of machines and setting up projects 

Once decisions have been made on what level of resources each project will receive, a 
specific machine or multiple machines must be assigned to each project. This is done based 
on requests within the proposal form, comments within the technical evaluation, availability 
of software, etc. Finally the information on assigned machines is passed to the PI together 
with information about how to get accounts, etc. At this point PIs are given information about 
PRACE services such as accounting, helpdesk, etc. 

2.5 Managing projects 

Day-to-day management of DECI projects is done by the home site concerned and overall 
management is done by e-mail together with monthly video-conferences. 

2.6 Ending of projects 

PIs are required to produce final reports of their project within 3 months of the project ending. 
They are provided with a template for doing this. All DECI users are required to remove data 
within the same 3 month period. Extensions are only given in exceptional circumstances and 
must be negotiated between the home site managing the project and the site(s) where the 
project is running. 

3 Interaction with other workpackages 

The PRACE-3IP DECI task (2.6) interacts with several other workpackages, notably WP6 
and WP7. WP6 runs all the PRACE services: networking, GridFTP for efficiently transferring 
files between sites, gsissh for secure access to systems, UNICORE (Uniform Interface to 
Computing Resources) for managing workflows, accounting of computing resources 
consumed, PCPE (PRACE common production environment), LDAP for managing user 
accounts, DPMDB (DECI project management database), etc. WP7 deals with all the 
enabling requirements of DECI projects and the DECI technical evaluations. The 
workpackages involved work well together as they have a clear role and communication 
between the workpackages is dealt with via meetings (physical, video conference or 
teleconference) where necessary and via interaction of the staff involved. Interactions with 
other workpackages happen when needed. For example, opening and advertising the DECI 
calls requires interaction with WP3 and work on the PPR tool was performed by WP10 of 
PRACE-2IP and is continued now under WP6 of PRACE-3IP. 

4 DECI Calls 

In Figure 5 the timeline of DECI calls is shown. The black dotted line shows the point where 
the management of the DECI-9 and DECI-10 calls changed from PRACE-2IP to PRACE-3IP. 
The DECI-9 and DECI-10 calls were handled by PRACE-2IP right up until the PRACE-2IP 
project finished at the end of August 2013. The DECI-11 and DECI-12 calls were managed 
entirely within PRACE-3IP right from the start and will continue to be managed by PRACE-
3IP until the end of the PRACE-3IP project. The DECI-13 call will begin under PRACE-3IP 
and is shown with a possible 3 month delay (see section 5 for more details). 
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Figure 5: The timeline of recent DECI calls and the relationship with PRACE-2IP/3IP 
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4.1 DECI-9 and DECI-10 

The DECI-9 and DECI-10 calls were initially managed under PRACE-2IP WP2 with 31 and 
37 projects respectively already up and running. Projects from the DECI-9 call were due to 
finish on 31st October 2013, and projects from the DECI-10 call are due to finish on 30th 
April 2014, both dates being after the DECI activity in PRACE-2IP project had ended, 
September 2013. Consequently, the management for these calls was transferred to PRACE-
3IP at the point where the PRACE-2IP project ended. An overview of the awarded projects 
for DECI-9 and DECI-10 are shown in Table 1and Table 2. 

Internal/External/
Industry DECI project 

Computational 
resources 
awarded (core 
hours) 

DECI home 
site 

DECI 
execution 
site(s) 

External COIMBRALATT  5,265,000  BSC PDC 
External NMRCONF  2,080,000  CSC CSCS 
External TB‐Drugs‐In_silico     736,000  FZJ CINECA 
External SPSC  7,200,000  SURFSARA FZJ 
Industry FORSQUALL     921,600  CINES EPCC 
Industry ESM4OED  3,000,000  EPCC EPCC 
Internal ICREIMUTANTS  1,100,000  BSC EPCC 
Internal SpEcBNS  2,500,000  BSC RZG 
Internal DOPE  3,000,000  CINECA CINECA 
Internal GPCR4D     660,000  CINECA EPCC 
Internal iMIG  2,500,250  CINECA BSC 
Internal AuPd‐Seg     640,000  CINES RZG 
Internal IONGATE  1,200,000  CINES UIO 
Internal NPR‐LQCD  748,800  CINES CINECA 
Internal CompSym  5,600,000  CSC CSCS 
Internal Planck‐LFI2  7,000,000  CSC CSC 
Internal LCRR  9,900,000  CSCS CSCS,STFC 
Internal LBSCOM  3,200,000  EPCC CSC 
Internal MoMoGal  7,002,500  FZJ EPCC,UIO 
Internal Reactive_Ceria  1,500,000  ICHEC FZJ 
Internal Si‐Interfaces  2,488,320  ICHEC CINES 
Internal SPH‐WEC  1,620,000  ICHEC CSCS,NCSA 
Internal AIMD‐PAF  231,000  NCSA EPCC 
Internal CoStAFuM  9,687,608  PDC RZG,UIO 
Internal DifVib  6,250,000  PDC EPCC,PDC 
Internal HydFoEn  2,500,000  PDC UHEM 
Internal GanDaLF  1,299,999  RZG UIO 
Internal PTACRB  4,649,997  RZG ICHEC 
Internal HiSSor  5,000,000  UHEM STFC,RZG 
Internal MPI‐FETI  2,656,250  VSB‐TUO EPCC 
Internal  NPT_MC   2,352,000   VSB‐TUO  UHEM 

  Total   104,489,324      
Table 1: DECI-9 projects by home site showing execution site and resources awarded 
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Internal/External/
Industry DECI project 

Computationa
l resources 
awarded (core 
hours) 

DECI home 
site 

DECI 
execution 
site(s) 

External AIDMP  1,200,000   BSC  FZJ 
External fplb  4,216,934   BSC  WCSS 
External Novel_Anticoagulants  480,000   BSC  CINECA 
External SPAITAC  5,625,000   BSC  EPCC 
External NANODROPS  10,141,200   CSC  EPCC 
External TheoMoMuLaM  2,835,000   SURFSARA  UIO 
Internal ERPP  5,910,000   CINECA  CYFRONET

Internal MOTUS  2,625,000   CINECA  ICM 
Internal CONVDYN13  5,419,008   CSC  RZG 
Internal HIV1‐GSL  7,000,000   CSC  EPCC 
Internal HyVaMPI  3,500,000   CSC  UIO 
Internal Dissipative_Phenomena  686,400   EPCC  EPCC 
Internal GalChem  5,940,000   EPCC  SURFSARA 
Internal Galsim  10,692,000   EPCC  CSC 
Internal HIGHERFLY  5,000,000   EPCC  EPCC 
Internal InterDef  3,739,250   EPCC  SURFSARA 
Internal JOSEFINA  6,250,000   EPCC  PDC 
Internal WISER  6,000,000   EPCC  EPCC 
Internal INPHARMA  749,998   FZJ  EPCC 
Internal LargeRB2013  6,817,501   FZJ  EPCC 
Internal MoDSS  577,500   FZJ  RZG 
Internal APOP20X3  1,564,984   ICHEC  PSNC 
Internal RODCS  3,749,997   ICHEC  CSCS 
Internal waveclim  2,295,000   ICHEC  CSCS 
Internal CELESTE  5,500,000   ICM  CSCS 
Internal DNSTF  8,437,500   PDC  EPCC 
Internal LipoSim  8,750,000   PDC  PDC 
Internal MEGAREACT  750,000   PDC  UIO 
Internal PLANETESIM‐2  7,500,000   PDC  FZJ 

Internal HYDRAD  6,063,998   RZG  
RZG, VSB‐
TUO 

Internal PTACRB‐2  2,949,999   RZG  
CYFRONET
, ICHEC 

Internal DIVI  3,500,000   SURFSARA  ICHEC 
Internal SCosPtS  2,280,000   SURFSARA  CSC 
Internal GREENLIGNITE  2,240,000   UHEM  UHEM 
Internal WIND‐FORECAST  140,000   UHEM  CYFRONET

Table 2: DECI-10 projects by home site showing site and resources awarded 
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4.2 DECI-11 

The DECI-11 call opened on 8th May 2013 and closed on 14th June 2013 and received a 
record number of proposals since PRACE began, with 117 proposals received (with 115 
eligible). Two proposals received from Iran were deemed ineligible according to the 
eligibility criteria “Proposals from academia and industry are eligible, as long as the project 
leader is undertaking non-proprietary research in a European country (European Union, 
candidates, associated countries and PRACE member countries)”. Table 3 shows the 
breakdown of proposals received and those accepted by scientific discipline both by number 
of proposals/projects and by amount of computing time requested/granted. Figure 6 shows the 
amount of computing time granted by discipline as a pie chart. It can easily be seen that 
Materials Science is awarded the largest amount of time in common with previous DECI 
calls. Table 4 shows the breakdown of proposals received by the country of origin of the PI. 

 

Scientific Discipline 
Proposals 
Received 

std‐hours 
requested 

Proposals 
Accepted 

std‐hours 
granted 

Astro Sciences  9  104,038,181   6   40,852,000  
Bio Sciences  27  321,422,000   14   55,092,123  
Earth Sciences  4  21,678,000   3   12,200,350  
Engineering  25  136,164,981   5   22,018,442  
Informatics  5  162,099,550   1   5,000,000  

Materials Science  41  306,224,933   20   88,614,688  
Plasma & Particle 

Physics  6  82,250,000   3   15,250,000  
Total 117  1,133,877,645  52  239,027,603  

Table 3: DECI-11 proposals received and projects accepted by discipline 
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Figure 6: DECI-11 time awarded by scientific discipline 
 
Country of 

PI Number of PIs 
Austria 4 
Belgium 5 
Croatia 1 
Czech 

Republic 3 
Denmark 4 
Finland 3 
France 5 
Germany 15 
Greece 6 
Hungary 2 
Iran 2 

Ireland 3 
Israel 3 
Italy 7 

Astro Sciences 
17%

Bio Sciences 
23%

Earth Sciences 
5%

Engineering 
9%

Informatics 
2%

Materials Science 
37%

Plasma & 
Particle 
Physics 
7%

DECI‐11 proposals percentage of time 
awarded by scientific discipline
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Country of 
PI Number of PIs 

Netherlands 2 
Norway 2 
Poland 5 
Portugal 1 
Serbia 1 
Spain 10 
Sweden 2 

Switzerland 3 
Turkey 4 
UK 24 
Total 117 

Table 4: DECI-11 country of origin of PI for proposals received 
 

Finally Table 5 lists all the DECI-11 projects with their associated DECI execution site 
(where the project actually runs). 

 

Internal/External/Industry DECI project 

Computational 
resources 
awarded (core 
hours) 

DECI home 
site 

DECI 
execution 
site(s) 

External EERSC  7,560,000   CSC  RZG 

External CompClay  6,300,000   IDRIS  VSB‐TUO 

External HTMTCC  8,200,000   IDRIS  PSNC, UIO 

External 
Meso‐NH‐4‐
DRIHM  3,500,000   IDRIS  CYFRONET

External SPOC‐MULOR  1,750,000   IDRIS  PSNC 

External UnMAD  7,500,000   IDRIS  EPCC 

External FSTRAP  425,000   SURFSARA  EPCC 

External OXYN‐LED  5,200,000   SURFSARA  CYFRONET

Internal ceriahydro  100,000   BSC  FZJ 

Internal ConfTransHSP90  1,500,000   BSC  BSC 

Internal WHALE  500,000   BSC  RZG 

Internal ATPSYNS  1,000,000   CINECA  EPCC 

Internal HyDiG  2,000,000   CINECA  NIIF 

Internal SCENE  2,400,349   CINECA  EPCC 

Internal DyNet  1,375,000   CSC  PSNC 

Internal gklocsoc  4,000,000   CSC  PDC 

Internal Planck‐LFI3  4,000,000   CSC  CSC 

Internal Syndecan  5,000,000   CSC  EPCC 

Internal ClChannels  3,350,000   CSCS  PDC 

Internal CROWDING  8,750,000   CSCS  CSC 

Internal ASTROGKS  6,250,000   EPCC  ICHEC 

Internal BRAFKIN  2,000,000   EPCC  CSC 

Internal CBCAGE  8,000,000   EPCC  EPCC 
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Internal/External/Industry DECI project 

Computational 
resources 
awarded (core 
hours) 

DECI home 
site 

DECI 
execution 
site(s) 

Internal ECG‐MD  4,207,500   EPCC  EPCC 

Internal EMMA  9,744,000   EPCC  EPCC 

Internal FRAPLAWI  2,519,041   EPCC  PDC 

Internal GGOA  6,187,500   EPCC  EPCC 

Internal TLRSimSys  10,000,000   EPCC  CSCS 

Internal UltraFOx  9,062,500   EPCC  EPCC 

Internal FFF2  1,500,000   FZJ  CINECA 

Internal GraFI  3,600,000   FZJ  PDC 

Internal ELECNANO  4,492,800   ICHEC  CINECA 

Internal IIPDRS  3,264,731   ICHEC  PDC 

Internal Photocatalyst  2,799,360   ICHEC  WCSS 

Internal GPCR‐SWITCH  4,000,000   ICM  IPB 

Internal CMBE  189,000   IPB  ICHEC 

Internal ProPep  1,500,000   NIIF  CSCS, NIIF 

Internal FLOCS  12,500,000   PDC  EPCC 

Internal GSTP  5,000,000   PDC  FZJ 

Internal 
abinitio‐
nanocarbon  750,000   PSNC  FZJ 

Internal MAPLER  1,200,000   PSNC  CASTORC 

Internal GraSiC‐1  14,700,000   RZG  
RZG, VSB‐
TUO 

Internal NaUSIKAS  2,196,000   RZG  SURFSARA

Internal LESPVC  3,500,000   SURFSARA  SURFSARA

Internal TECHAR  2,014,200   SURFSARA  ICM 

Internal thermospin  3,900,000   SURFSARA  EPCC 

Internal N‐MILiB  3,500,000   UIO  UIO 

Internal WeSearch  5,000,000   UIO  UIO 

Internal ELTUNBIO  8,671,622   VSB‐TUO  PSNC 

Internal PROS‐HIFU  1,569,000   VSB‐TUO  WCSS 

Internal Mechanic‐Kepler  8,400,000   WCSS  CYFRONET

Internal PIERNIK‐SI  12,400,000   WCSS  
ICHEC, 
SURFSARA

 Total  239,027,603    
Table 5: DECI-11 projects by home site showing execution site and resources awarded 
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4.3 DECI-12 

The DECI-12 call opened on 18th December 2013 and closed on 20th January 2014 and at the 
time of writing all proposals are receiving scientific reviews due to be completed by 21st 
March 2014 in time for the DAAC meeting in early April. For DECI-12 61 proposals were 
received, approximately half the number received for DECI-11. The reduction in number of 
proposals received was deliberate as the call was open for a shorter period than for DECI-11 
and advertised less widely. The reason for this was that the PRACE-3IP project ends in June 
2014 and no additional resources are available until the Horizon 2020 projects start in 2015.  

 

Table 6 shows proposals received for DECI-12 by scientific discipline and Table 7 shows the 
DECI-12 proposals received by country of origin of PI. Other statistics such as the number of 
CPU hours requested is still in the process of being collated. 

 

Scientific 
Discipline 

Proposals 
Received 

Applied 
Mathematics 3 
Astro Sciences 7 
Bio Sciences 10

Earth Sciences 2 
Engineering 13

Informatics 1 
Materials Science 23

Plasma & Particle 
Physics 2 
Total 61

Table 6: DECI-12 proposals received by scientific discipline 

 

Country of 
PI Number of PIs 

Belgium 2 
Germany 1 
Denmark 2 
Estonia 1 
Spain 2 
Finland 4 
UK 16 

Greece 5 
Italy 16 

Netherlands 4 
Portugal  1 

Sweden 5 
Turkey 2 
Total 61 

Table 7: DECI-12 Country of origin of PI for proposals received 
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5 Future DECI calls 

After the end of PRACE-3IP, DECI will continue to run and this is likely to cover a period 
where little or no funding is available. To deal with this a non-legally binding MoU 
(Memorandum of Understanding) has been signed by DECI partners who wish to be involved 
and which does not commit partners to taking part in DECI calls, but commits partners who 
do wish to take part to commit enough resources to run the call. 

The next DECI call to open is DECI-13 and the dates for opening this call are in the process 
of being decided. Following the usual 6-monthly cycle the call should open in May/June, 
2014 for projects starting on 1st November 2014. However, given that it is likely there will be 
a gap in funding due to the ending of the PRACE-3IP project which will result in a lower 
availability of effort, one possibility is to delay the opening of the call by up to 3 months. This 
possibility is still under debate.  

On 13th February 2014 a DECI planning meeting took place to decide which DECI services 
were required and plans were made for a better distribution of management and 
administration tasks. In early March members of T6.2 participated in a face-to-face meeting 
of WP6 of PRACE-3IP, where the support by WP6 of the DECI projects for the period after 
June 2014 also was discussed. 

6 DECI Mini-symposia 

During the period in question DECI was represented at two Mini-symposia where a DECI 
overview was given which was followed by 30-minute talks from representatives from DECI-
8, DECI-9 and DECI-10. The first took place at the International Conference on Parallel 
Computing - ParCo2013, Munich, Germany 10th -13th September 2013 where the following 
talks were presented: 

 Chris Johnson (EPCC, University of Edinburgh, UK) PRACE DECI (Distributed 
European Computing Initiative) DECI Overview  

 Anastasia Bochenkova (Aarhus University, Denmark) Talk on DECI-8 project 
Photoreception “Quantum photophysics and photochemistry of biosystems” 

 Peter Bond (University of Cambridge, UK) Talk on DECI-8 project TLRSim “The 
secret life of lipids: a computational approach to molecular recognition and signalling 
beyond the membrane”  

 William A. Romero R (INSA Lyon, CREATIS, Lyon, France) Talk on DECI-8 
Project VIPforVPH “A Virtual Imaging Platform for the Virtual Physiological 
Human” 

 Hannu Kurki-Suonio (University of Helsinki, Finland) Talk on DECI-7 project 
Planck-LFI2 “Simulations in ESA Planck Cosmology Mission Data Analysis”  

The second took place during the joint PRACE/LinkSCEEM (Linking Scientific Computing 
in Europe and the Eastern Mediterranean) Conference on Scientific Computing (CSC), 
Paphos, Cyprus, 3rd – 6th December 2013 where the following talks were presented: 

 Chris Johnson (EPCC, University of Edinburgh, UK): PRACE DECI (Distributed 
European Computing Initiative) DECI Overview 

 Manthos Papadopoulos (National Hellenic Research Foundation, Institute of 
Organic and Pharmaceutical Chemistry, Athens, Greece) Talk on DECI 7 project 
MOLED “Design of novel photonic materials”  
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 Hugo Filipe (University of Coimbra, Portugal) Talk on DECI-10 project fplb 
“Interaction of a homologous series of fluorescent probes with different lipid 
bilayers”  

7  Conclusions  

In conclusion, the DECI call management process is in good shape and has now run across 
many different projects (DEISA, PRACE-1IP, PRACE-2IP, and PRACE-3IP) and clearly has 
continued to be of interest for users as seen by the number of submitted proposals. It is in 
good shape to continue within a new PRACE framework and can cope with a short interim 
period with little or no funding, provided this period is not more than a few months. Many 
successful DECI projects have run in the period reported here and T2.6 continues to interact 
well with the other DECI-related workpackages. The 6-monthy cycle works well and is 
popular with PIs, particularly as it enables PIs to resubmit proposals within a short timeframe 
after an unsuccessful application. However, moving temporarily to a 9-monthly or even 12-
monthly cycle is unlikely to be detrimental to DECI.  


