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Executive Summary 

Work Package 7 ‘Scaling Applications for Tier-0 and Tier-1 Users’ provides medium-term 
petascaling and optimisation support for European HPC applications to ensure that they can 
make effective use of both Tier-0 and Tier-1 systems. Such applications-enabling projects 
typically last around six months and provide direct benefits to European researchers. 

Through the applications-enabling work, WP7 develops specific expertise on most, if not all, 
of the architectures which make up the top two tiers of the European HPC system. PRACE-
1IP provided best practice guides on the PRACE Tier-0 systems that cover programming 
techniques, compilers, tools and libraries (cf. [11]). PRACE-2IP supplements these with best 
practice guides for the other architectures which are important at Tier-1 to allow European 
researchers to make efficient use of these systems. 

PRACE-2IP Task 7.3 is called ‘Best Practice Guides for Tier-1 Architectures’. The main goal 
of this task is to investigate the efficient use of HPC systems, collect best practices on how to 
achieve good performance on the systems, and disseminate this knowledge through best 
practice guides. The target audience are users and support staff who are developing and 
enabling applications. 

Topics for these best practice guides include: optimal porting of applications (e.g., choice of 
numerical libraries and compiler options); architecture-specific optimisation and petascaling 
techniques; optimal system environment (e.g., tuneable system parameters, job placement and 
optimised system libraries); debuggers, performance analysis tools and programming 
environment. 

Task 7.3 covers a generic x86 cluster guide, six system-specific mini-guides for x86 clusters, 
a generic mini-guide for GPGPU-accelerated clusters, and the SuperMUC guide. The 
SuperMUC guide admittedly describes a Tier-0 system, however, it started in 2011 with the 
description of a Tier-1 system: SuperMIG, the SuperMUC migration system. 

Finally, because of the total size of the best practice guides, we decided not to include them as 
separate chapters in this report but to refer to the online versions on the PRACE RI web 
site [1] instead (cf. [2], [3], [4], [5], [6], [7], [8], [9], [10]). 

 

1 Introduction 

Efficient use of PRACE systems requires detailed knowledge of architecture-specific factors 
influencing performance, including compilers, tools and libraries. The main goal of this task 
is to investigate such issues, collect best practices on how to achieve good performance on the 
systems, and disseminate this knowledge to users. 

The purpose of this report is to give a description of the process which led to the best practice 
guides itself. 

In Section 2 we describe: the selection of the systems, the subtasks, the technology used for 
creating the best practice guides, and finally, the generic table of contents. 

According to the DoW, this deliverable, D7.3 ‘Petascaling and Optimisation for Tier-1 
Architectures’, should present the final version of the best practice guides with a separate 
chapter for each guide. However, because of the total size of the best practice guides, we 
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decided not to include them as separate chapters in this report but to refer to the online 
versions on the PRACE RI web site [1] instead (cf. [2], [3], [4], [5], [6], [7], [8], [9], [10]). 

The target audience are users and support staff who are developing and enabling applications. 

2 Approach to Best Practice Guides 

In the DoW we announced: a generic x86 cluster guide, system-specific mini-guides for x86 
clusters, and guides for at least one other architecture. 

2.1 Selection of Systems 

For the selection of the mini-guides, we started with the list of Tier-1 systems that is being 
used for the successive DECI calls. Obviously, we tried to match this list with contributors 
from the corresponding PRACE partners. Furthermore, Hydra and JUROPA have been added 
based on the available documentation. 

Apart from the generic x86 guide and the system-specific mini-guides for x86 clusters, we 
had to select one other architecture. Here, we selected GPGPU-accelerated clusters. 

Finally, we selected SuperMUC. The SuperMUC guide admittedly describes a Tier-0 system, 
however, it started in 2011 with the description of a Tier-1 system: SuperMIG, the 
SuperMUC migration system. 

2.2 Subtasks 

The respective subtask leaders were: 

A. Vegard Eide, NTNU, for the generic x86 cluster guide 
B. Maciej Szpindler, ICM, for system specific mini-guides for x86 clusters 

and for a generic mini-guide for GPGPU-accelerated clusters 
C. Volker Weinberg, LRZ, for SuperMUC 

2.3 Technology 

We built on the experience obtained during the corresponding PRACE-1IP task (cf. [11]). 
Although all PRACE deliverables are created using Microsoft Word, this did not seem to be 
the appropriate technology for creating the best practice guides. It was decided that high 
quality HTML versions as well as high quality, fully featured PDF versions would be created 
and made available. To reach this goal, we use DocBook. DocBook (cf. [12], [13]) is being 
used by a lot of open source projects amongst others by the Linux Documentation Project. 
The key feature is having single (XML) source (which is tracked using svn) and multiple fully 
cross-referenced output formats: HTML, PDF and more. 

A new standardized unified setup has been created for the benefit of the PRACE-2IP (and 
upcoming PRACE-3IP) best practice guides. The reason for this was the divergence that 
started during the work on the PRACE-1IP best practice guides. For this we created a much 
more uniform and self-contained setup (which works on Linux, Windows with Cygwin, and 
Mac OS); converted/migrated all best practice guides; and created an empty (DocBook) 
template for new best practice guides. 
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2.4 Generic Table of Contents 

For PRACE-1IP, all best practice guides were created based on the same generic table of 
contents. We took a similar approach for PRACE-2IP. A fundamental difference is having 
both a generic x86 guide and many system specific mini-guides. For this we decided to move 
as much information as possible to the generic x86 guide moving a limited number of system 
specific items from the generic table of contents to the mini-guides. 

We won’t list the generic x86 / mini-guide table of contents but the generic table of contents 
can be found below. 

1. Introduction 

2. System Architecture / Configuration  

1. Processor Architecture / MCM Architecture (including caches)  

2. Building Block Architecture (node cards, nodes, drawers, supernodes, racks)  

3. Memory Architecture (including NUMA effects)  

4. (Node) Interconnect (including topology, system specific)  

5. I/O Subsystem Architecture (being system specific and not architecture 
specific!)  

6. Available File Systems  

1. Home, Scratch, Long Time Storage  

2. Performance of File Systems  

3. System Access  

1. How to Reach the System (ssh, portals, file transfer, ...) 

4. Production Environment 

1. Module Environment 

2. Batch System 

3. Accounting 

5. Programming Environment / Basic Porting  

1. Available Compilers  

1.  Compiler Flags  

2. Available (Vendor Optimised) Numerical Libraries  

3. Available MPI Implementations  

4. OpenMP  

1.  Compiler Flags  

5. Batch System / Job Command Language  

6. Performance Analysis  

1. Available Performance Analysis Tools 

2. Hints for Interpreting Results. 

7. Tuning  
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1. Advanced / Aggressive  Compiler Flags  

2. Single Core Optimisation  

3. Advanced MPI usage  

1.  Tuning / Environment Variables  

2.  Mapping Tasks on Node Topology  

3.  Task Affinity  

4.  Adapter Affinity  

4. Advanced OpenMP Usage  

1.  Tuning / Environment Variables  

2.  Thread Affinity  

5. Hybrid Programming  

1.  Optimal Tasks / Threads Strategy  

6. Memory Optimisation  

1.  Memory Affinity (MPI/OpenMP/Hybrid)  

2.  Memory Allocation (malloc) Tuning  

3.  Using Huge Pages  

7. I/O Optimisation (Tuning / Scaling of Application I/O) 

8. Advanced Job Command Language (includes defining task topology, affinity, 
etc.)  

9. Possible Kernel Parameter Tuning (probably less relevant to the ‘average’ user 
but possibly relevant for large production runs)  

8. Debugging  

1. Available Debuggers  

2. Compiler flags  

The actual tables of contents of the individual guides slightly deviate from this generic one, to 
best reflect systems specifics. 

2.5 Content 

For all systems an inventory of the existing documentation was made that could be used as 
base material for some of the topics mentioned above. Many topics had to be complemented 
or even written from scratch. Apart from this, experiences learned during the enabling 
activities in other tasks were added. For selected cases, real life experiences have been 
incorporated as use cases in the best practice guides. 

As an internal quality assurance, T7.3 subtask-internal reviews and subtask cross-reviews 
(every subtask leader did a review of another best practice guide) were performed. 
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3 Best Practice Guides 

The best practice (mini-)guides itself are to be found online. 

3.1 Best Practice Guide – Generic x86 (cf. [2]) 

This guide provides an overview of best practices on using x86 HPC cluster systems. It is not 
system-specific, i.e. it does not cover information that is targeted for one specific system but 
instead it focuses on topics that are common to systems based on the x86 architecture. To get 
details about architectures and configurations for specific systems users are referred to system 
specific mini-guides, some of which can be found below. 

3.2 Best Practice Guide – Anselm (cf. [3]) 

This mini-guide describes Anselm, a Bull bullx system. It is operated by IT4Innovations and 
it is hosted at VSB which is the principal partner of IT4Innovations. 

3.3 Best Practice Guide – Chimera (cf. [4]) 

This mini-guide describes Chimera, an SGI Altix UV system, installed at PSNC. 

3.4 Best Practice Guide – GPGPU (cf. [5]) 

This generic mini-guide describes GPGPU-accelerated clusters. General-purpose GPU 
computing is the use of GPUs to do general purpose scientific and engineering computing. 
The model for GPU computing is to use a CPU and GPU together in a heterogeneous co-
processing computing model. The sequential part of the application runs on the CPU and the 
computationally intensive part is accelerated by the GPU. From the user’s perspective, the 
application just runs faster because it is exploiting the high-performance of the GPU to boost 
the overall application performance. 

3.5 Best Practice Guide – Hydra (cf. [6]) 

This mini-guide describes Hydra, an IBM iDataPlex system at RZG.  

3.6 Best Practice Guide – Jade (cf. [7]) 

This mini-guide describes Jade, an SGI Altix ICE system at CINES. 

3.7 Best Practice Guide – JUROPA (cf. [8]) 

This mini-guide describes JUROPA, a cluster consisting of Bull NovaScale servers and Sun 
blade servers. The system was designed by experts from the Julich Supercomputing Centre 
and was implemented together with the partner companies: Bull, Sun, Intel, Mellanox and 
ParTec. JUROPA is installed at FZJ. 

3.8 Best Practice Guide – Stokes (cf. [9]) 

This mini-guide describes Stokes, an SGI Altix ICE system at ICHEC. 
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3.9 Best Practice Guide – SuperMUC (cf. [10]) 

This guide describes SuperMUC, an IBM system at LRZ. The main part is an IBM iDataPlex 
system. The other part is an IBM BladeCenter HX5 system, which originally constituted the 
SuperMUC migration system named SuperMIG. SuperMUC is a Tier-0 system. 


