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Executive Summary 

Work Package 7 ‘Enabling Petascale Applications: Efficient Use of Tier-0 Systems’ (WP7) 
ensures the effective exploitation of the PRACE Tier-0 systems by increasing scalability and 
performance of applications. 

While the focus in WP7 is primarily on enabling applications for Tier-0 systems, the tasks 
should also benefit applications performance on Tier-1 systems. Most of the activities had to 
commence on existing Tier-1 systems while waiting for the installation of the Tier-0 systems. 

Task 7.3 is called ‘Efficient Use of PRACE Systems’. Efficient use of the PRACE Tier-0 
systems requires detailed knowledge of architecture-specific factors influencing performance, 
including compilers, tools and libraries. The main goal of this task is to investigate such 
issues, collect best practices on how to achieve good performance on the systems, and 
disseminate this knowledge to users. 

Topics for best practice guides include: optimal porting of applications (e.g. choice of 
numerical libraries and compiler options); architecture-specific optimisation and petascaling 
techniques; optimal system environment (e.g. tuneable system parameters, job placement and 
optimised system libraries); debuggers, performance analysis tools and programming 
environment. 

Task 7.3 covers two Tier-0 systems (JUGENE and Curie) and two common Tier-1 system 
families (Cray XE and IBM Power) with the potential to evolve in a Tier-0 system. 

Finally, since the four best practice guides comprise some 50 – 80 pages each, we decided not 
to include them as separate chapters in this report but to refer to the online versions on the 
PRACE RI web site [1] instead (cf. [2], [3], [4], [5]). 
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1 Introduction 

As stated in the DoW, efficient use of the PRACE Tier-0 systems requires detailed knowledge 
of architecture-specific factors influencing performance, including compilers, tools and 
libraries. The main goal of this task is to investigate such issues, collect best practices on how 
to achieve good performance on the systems, and disseminate this knowledge to users. 

The purpose of this report is to give a description of the process which led to the best practice 
guides itself. 

In Section 2 we describe: the selection of the systems; the subtask strategy; the technology 
used for creating the best practice guides; and finally, the generic table of contents. 

According to the DoW, this deliverable, D7.3 ‘Petascaling and Optimisation Guides for 
PRACE Systems’, should present the final version of best practice guides with a separate 
chapter for each system. However, since the four best practice guides comprise some 50 – 80 
pages each, we decided not to include them as separate chapters in this report but to refer to 
the online versions (both HTML as well as PDF) on the PRACE RI web site [1] instead (cf. 
[2], [3], [4], [5]). 

The intended audience for the best practice guides are the users of the four selected systems. 

2 Approach to Best Practice Guides 

While the focus in WP7 is primarily on enabling applications for Tier-0 systems, the tasks 
should also benefit application performance on Tier-1 systems. Most of the activities had to 
commence on existing Tier-1 systems while waiting for the installation of the Tier-0 systems. 

2.1 Selection of Systems 

At the start of PRACE-1IP (July 1, 2010), the only readily available Tier-0 system was GCS’ 
Blue Gene/P installed at FZJ: JUGENE (Jülich Blue Gene). The second Tier-0 system would 
become GENCI’s Bull system (Intel based) installed at TGCC/CEA: Curie (the first phase 
was completed end 2010; the full system became available in October 2011). These two 
systems were obvious candidates for writing a best practice guide. 

After discussion with several people from BSC, CINECA, EPCC, SARA we additionally 
selected two Tier-1 architecture / potential future Tier-0 architectures: 

 Cray XE 
 IBM Power 

With time, it became apparent that Hermit (GCS’ Cray XE6 installed at HLRS, with a 1 
PFlop/s installation step 1 becoming operational in December 2011) would fit the Cray XE 
family best practice guide. Because of lack of human resources (most notably since HLRS 
was not involved in T7.3) we were not able to transform the generic Cray XE best practice 
guide into a Hermit best practice guide. 

2.2 Subtask Strategy 

Clearly, the natural subtask is at the system level: subtask leaders preferably coming from the 
hosting partner of the relevant system. The respective subtask leaders were: 

A. Florian Janetzko, FZJ, for JUGENE 

B. Jacques David, CEA, for Curie 
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C. Xu Guo, EPCC, for Cray XE 

D. Jeroen Engelberts, SARA, for IBM Power 

The task was lead by Walter Lioen, SARA. 

2.3 Technology 

Although all PRACE deliverables are created using Microsoft Word, this did not seem to be 
the appropriate technology for creating the best practice guides. Having the M9 milestone 
‘Electronic versions available on web’ it would have been possible to create cross-referenced 
PDF documents from Microsoft Word, however, these would not have been true web 
versions. 

It was decided that high quality HTML versions as well as high quality, fully featured PDF 
versions would be created and made available. 

For this an assessment of several technologies was performed, including but not limited to 
DocBook and the authoring tools used by DEISA and DEISA 2 (some 10 different 
documents, say). 

DEISA was basically using Plone (a CMS) for creating web-based documentation and 
plone2pdf (having Zopyx support) for creating PDF documents from the web-based 
documentation (possible downside: not fully featured PDF version). Additional features: 
collaborative editing environment, roles, possible continuation in PRACE-2IP. 

DocBook (cf. [6], [7]) is being used by a lot of open source projects amongst others by the 
Linux Documentation Project. The key feature is having single (XML) source (which is 
tracked using svn) and multiple fully cross-referenced output formats: HTML, PDF and more. 

The technology assessment resulted in a recommendation to use DocBook after which T7.3 
decided unanimously to follow this recommendation. 

2.4 Generic Table of Contents 

All best practice guides are created based on the same generic table of contents: 

1. Introduction 

2. System Architecture / Configuration  

1. Processor architecture / MCM architecture (including caches)  

2. Building block architecture (node cards, nodes, drawers, supernodes, racks)  

3. Memory architecture (including NUMA effects)  

4. (Node) Interconnect (including topology, system specific)  

5. I/O subsystem architecture (being system specific and not architecture 
specific!)  

6. Available File Systems  

1. Home, scratch, long time storage  

2. Performance of file systems  

3. System Access  

1. How to reach the system (ssh, portals, file transfer, ...) 

4. Production Environment 
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1. Module environment 

2. Batch System 

3. Accounting 

5. Programming Environment / Basic Porting  

1. Available compilers  

1.  Compiler flags  

2. Available (vendor optimised) numerical libraries  

3. Available MPI implementations  

4. OpenMP  

1.  Compiler flags  

5. Batch system / job command language  

6. Performance analysis  

1. Available Performance Analysis Tools 

2. Hints for interpreting results. 

7. Tuning  

1. Advanced / aggressive  compiler flags  

2. Single core optimisation  

3. Advanced MPI usage  

1.  Tuning / environment variables  

2.  Mapping tasks on node topology  

3.  Task affinity  

4.  Adapter affinity  

4. Advanced OpenMP usage  

1.  Tuning / environment variables  

2.  Thread affinity  

5. Hybrid programming  

1.  Optimal tasks / threads strategy  

6. Memory optimisation  

1.  Memory affinity (MPI/OpenMP/Hybrid)  

2.  Memory allocation (malloc) tuning  

3.  Using huge pages  

7. I/O optimisation (Tuning / scaling of Application I/O) 

8. Advanced job command language (includes defining task topology, affinity, 
etc.)  

9. Possible kernel parameter tuning (probably less relevant to the ‘average’ user 
but possibly relevant for large production runs)  
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8. Debugging  

1. Available Debuggers  

2. Compiler flags  

The actual table of contents of the individual guides slightly deviate from this generic one, to 
best reflect systems specifics. 

2.5 Content 

For all systems an inventory of the existing documentation was made that could be used as 
base material for some of the topics mentioned above. Many topics had to be complemented 
or even written from scratch. Apart from this, experiences learned during the enabling 
activities in T7.1, T7.2, T7.5, and T7.6 were added. For selected cases, real life experiences 
have been incorporated as use cases in the best practice guides. 

As an internal quality assurance, T7.3 subtask-internal reviews and subtask cross-reviews 
(every subtask leader did a review of another best practice guide) were performed. 

3 Best Practice Guides 

The four Best Practice Guides are to be found online: 

 Best Practice Guide – JUGENE (cf. [2]) 
 Best Practice Guide – Curie (cf. [3]) 
 Best Practice Guide – Cray XE (cf. [4]) 
 Best Practice Guide – IBM Power (cf. [5]) 


