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Executive Summary 

Effectively organised dissemination, outreach and training activities are a prerequisite for the 
success of the PRACE First implementation project. This document describes the strategies to 
achieve these objectives and the resulting actions. One of the objectives of WP3 
(Dissemination and training) in the PRACE 1IP project is to disseminate the achievements of 
the Research Infrastructure and the project results. One important media to fulfil this task is a 
magazine in which all the important scientific results are compiled in an understandable and 
popularized fashion. The first PRACE magazine was compiled in spring 2012. It presents 14 
Tier-1 projects which have used PRACE resources. The Tier-0 results will be presented in the 
second and the third PRACE magazine during the 2IP-project.  

 

1 Introduction 

This document describes the first PRACE magazine and its contents. Chapter 2 describes the 
objectives of the magazine and the intended audience. Chapter 3 describes the methods to 
compile the magazine. Chapter 4 describes the contents of the magazine. 

2 Objectives and the intended audience 

The principal objectives for dissemination, outreach, and training in PRACE are to 
disseminate the achievements of the Research Infrastructure and the PRACE-1IP project 
results to the major HPC stakeholders, the European scientific and research communities, 
Research Infrastructure organizations, universities and centres for higher education, and the 
general public. The magazine offers detailed information about key scientific results, and 
available training material. Magazine will be disseminated at various events and via each 
PRACE site. PRACE partners are encouraged to disseminate it to various stakeholders. The 
number of copies is 2000. The PDF-version can be downloaded from the PRACE web site. 

3 Methods 

Initially the first PRACE magazine was aimed to cover the results achieved by using the Tier-
0 systems. During the 1IP-project it was decided by the management board (MB) that the first 
magazine presents the results of the DECI-projects. DECI (Distributed European Computing 
Initiative) became part of the PRACE infrastructure and concentrates on Tier-1 projects. It 
was decided that the Tier-0 -projects will be presented on the following magazines which will 
be produced during the 2IP-project. 

In order to select suitable projects to the magazine Dr. Hermann Lederer was asked to take 
care of this. This was suggested by the PRACE director Maria Ramalho and approved by Dr. 
Richard Kenway from the PRACE Scientific Steering Committee. Initially 15 projects were 
chosen. Due the lack of the availability of the researchers only one project (one from 
Netherlands could not be included to the magazine. In total 14 projects were presented and 
one article on training activities of PRACE. The selection criteria in addition to the scientific 
results were based on the variety of disciplines and countries. The countries represented are: 
Belgium, Italy, Sweden, UK, Switzerland, Germany, Spain, France, and Finland. Disciplines 
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vary from engineering to astrophysics, geophysics, fusion research, molecular biology and 
drug design. 

In order to serve the general audience better the researchers were interviewed by the 
professional journalists. Journalists were given the DECI-reports and brief description of the 
chosen project. After that the researchers were interviewed. The idea was to make a normal 
newspaper interview, not a scientific monograph in order to avoid jargon. The drafts of the 
articles were sent to researchers and Hermann Lederer for the proof reading. After that the 
language was checked and suitable visualizations were chosen. 
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Figure 1: The Cover of PRACE DIGEST 
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Figure 2: Table of contents and editorial 

 
Figure 3. An example of the article  
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4 Contents 

The magazine has one editorial and 14 articles. All chapters are briefly introduced below.  

4.1 Editorial 

Editorial was written by Alison Kennedy from EPCC. In the editorial the PRACE Tier-1 
projects and the call process is briefly explained. 

4.2 Advanced tools to design future jet engines 

Increasingly stringent requirements for energy efficiency and noise reduction in jet engines 
are tightening the screw in their development and design. The computational methods 
available now will not be sufficient in the future. Cenaero, an applied research centre for 
modelling and numerical simulation, is developing new methods that will help in designing 
high-performance jet engines. Researcher Koen Hillewaert (Cenaero) was interviewed. 

4.3 Secrets of boiling 

An everyday routine in the kitchen can be a complicated problem when studied theoretically. 
Numerical simulations of boiling convection are especially interesting because of the great 
range of applications. Professor Luca Biferale (University of Rome) was interviewed. 

4.4 Understanding the brain, with the aid of large-scale simulations 

Brain science and neuroinformatics are some of the newest fields for supercomputer 
simulations. High-performance computing can be used for biophysically detailed brain-scale 
simulations and for analyzing data obtained in measurements of the brain. Professor Anders 
Lansner (Stocholm’s Royal Institute of Technology) was interviewed. 

4.5 Numerical tools to aid the design of engines and burners 

High-fidelity databases of turbulent reactive flow simulations can be used to devise novel 
turbulent combustion models that ultimately assist in designing engines and burners with 
lower emissions. Dr. Vincent Moureau (CORIA) was interviewed. 

4.6 Shedding light of supernovae 

The mechanism behind the explosion has not been fully untangled. Scientists are looking to 
three-dimensional computer modelling for help. Dr. Hans-Thomas Janka (Max Planck 
Institute for Astrophysics) was interviewed. 

4.7 High-performance biomolecular simulations to improve drug 
development 

Sophisticated, high-performance simulation methods help researchers reduce time and cost 
when developing new drugs. Dr. Julien Michel (Edinburg University) was interviewed. 
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4.8 New configurations for film cooling of turbine blades 

Gas turbines are the heart of gas-fired power plants, as well as of aircraft jet engines and 
transport vessels. Their combustion temperatures are now so high that turbine blades need 
additional cooling for efficient performance. Simulations for the appropriate coolant flows 
require high-performance computing resources. Professor Leonhard Kleiser (ETH) was 
interviewed. 

4.9 Problems of fusion energy simulated with Elmfire-software 

Nuclear fusion is the process that powers the sun, and all the stars in the universe. If nuclear 
fusion could be mastered on earth, it would be a reasonably clean, almost limitless supply of 
energy. Dr. Jukka Heikkinen (VTT Research Centre of Finland) was interviewed. 

4.10 Photo-switching the conformation of azobenzene 

The first large-scale study of photo-isomerization of azobenzene in a liquid crystal host has 
been conducted in Italy and Germany with the aid of atomistic computer simulation. The 
majority of previous studies were carried out in vacuums. The knowledge gained in the study 
has invaluable practical applications in photo-switchable devices and nano-actuators, such as 
artificial muscles. For future extensions of the molecular dynamics technique (MD), the study 
suggests investigating the behaviour of molecules in excited states. Dr. Antonio Pizzirusso 
(University of Bologna) was interviewed. 

4.11 Getting prepared for earthquakes and their consequences 

The interior structure of the earth and its geophysical properties are generally studied by 
seismology but high-performance computing simulations of the propagation of seismic waves 
are a new and invaluable tool for understanding wave phenomena, how they are generated and 
what their consequences are. Ph.D Christian Pelties (Ludwig Maximillian University of 
Munich) was interviewed. 

4.12 Saving time with two parallel simulation models for particle flows 

Some mathematical models for the movement of microscale particles in fluid flow pose time 
challenges even for supercomputers. In an attempt to find solutions to this problem, 
researchers on the DiParTS- project combined two simulation models; one fast and 
computationally cheap, the other computationally expensive and much longer lasting. They 
ran the models in parallel, constantly comparing the results. When the codes agreed, i.e. when 
only running the cheap variant was sufficient, they continued for a while exclusively with the 
fast code. Dr. Tobias Weinzierl (Technische Universität München) was interviewed. 

4.13 Solving secrets of influenza 

Influenza is one of the most common infectious diseases. It spreads around the world in 
seasonal epidemics, resulting in the deaths of between 250,000 and 500,000 people every 
year. Researchers all over the world are investigating mechanisms of influenza and 
developing tools to reduce the injurious effects of epidemics. The focus is on new antiviral 
drugs and drug delivery systems. Dr. Peter Kasson (University of Stockholm) was 
interviewed. 



D3.1.7 PRACE Magazine 
 

PRACE-1IP - RI-261557  23.04.2012 7

4.14 PRACE trains users to take the most out of supercomputers 

PRACE provides Europe with state-of-the art Research Infrastructure and supercomputing 
systems. To use these leadership class systems, European scientists and engineers must have 
the technical knowledge and abilities to use them effectively. That is why PRACE is putting a 
lot of effort into training, and has allocated 120 person months of work to this activity in the 
PRACE 1IP (First Implementation Phase) project. PRACE Training coordinator Pekka 
Manninen was interviewed.  

4.15 High-throughput single-particle analysis in 3D electron microscopy 

The research group of Carlos Oscar Sánchez Sorzano from the National Center of 
Biotechnology in Madrid aims at optimizing the steps in the 3D analysis of single-particles, 
This will increase the productivity of structural biologists and optimize the use of available. 

 

 

5 Conclusions 

HPC-related research is a challenging subject to popularise. To complete one popularised 
article is a very time consuming process. It takes a minimum of 6 months to produce the 
magazine with 36 pages or more. One must take account the availability of the researchers 
and the access to the background material (reports, reviewed articles). After that the 
interviews can take place. The interviews bring usually more important insights of the 
research and increase substantially readability. In order to avoid disturbing mistakes by the 
editor, the interviews had to be checked both by a researcher and a copy editor who is usually 
familiar with the substance. Otherwise the magazine with this level of comprehensibility lacks 
credibility. 

 


